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Motivation and Theory
1. Many papers on AI

2. Many conflicting goals for AI

=> Contribution in clarifying these goals?
“framing” (Goffman 1974) “contests” (Kaplan 2008)

constitution trade-offs evolution



Augustine et al 2019 (AMJ)



AI News on the Web (NOW)
72,951 articles scraped from Google News







Context Matters
2012 article that mentions “bias”

“...Coupled with the data, though, we must have a 
much better understanding of decision making, 
which means extending knowledge about cognitive 
biases, about boundary work (scientists, citizens, 
and policymakers working together to weigh options 
on the basis not only of empirical evidence but also 
of values)...” 

– “The Future of Big Data”,
Pew Research Center



Context Matters
2020 article that mentions “bias”

“...Current implementations of the software also 
perpetuate racial bias by misidentifying people of 
color far more frequently than white people...” 

– “Fight Against Facial Recognition 
Hits Wall Across The West”, Politico















Can BERT learn time differences?

● Hugging Face 
BertForSequenceClassification

● All 2015 versus all 2017 
articles

● 68.6% accuracy



BERT sentiment analysis

deep learning
machine learning

nvidia
google

artificial intelligence
algorithmic bias



GPT-2 Text Generation
Prompt Pre-trained GPT-2 Fine-tuned GPT-2

My favorite activity 
is

to play with your 
friends. I love to 

play with my 
friends.

to watch a video of 
a video game and 

then play it back to 
the computer.

The solution to the 
world's problems is

to create a world 
where people are 

free to choose their 
own path.

to create a new kind 
of economy that 

works for everyone.



GPT-3 Text Generation
Prompt Pre-trained GPT-3

The future of 
artificial 

intelligence is

 in question because some 
people say it is 

unpredictable and others 
say it is predictable. This 

is because right now 
some things are 

predictable and some 
things are unpredictable.



Grounded Hypotheses
H1: AI milestones change the constitutions, 
frequencies, and relationships of frames.

H2: The frames used by AI stakeholders vary based on 
how closely they are involved in AI.

H3: Some frames are more likely to be discussed in the 
same document than others.



Future Research
1. Explicating the frames (e.g. Technofix)

2. Better topic models (e.g. ‘stm’ in R)

3. Fancy contextual embeddings (e.g. discourse atoms)

4. Other corpuses (e.g. social critique, ProQuest) 


