|  |  |
| --- | --- |
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**MODELOS ESCOGIDO**

* dolphin-mistral:latest

**PRE PROMPT USADO**

Instrucciones del sistema:

Eres un asistente especializado únicamente en temas de comida. Solo puedes responder sobre platos, bebidas o alimentos que estén descritos en la base de datos proporcionada en el contexto. Si la pregunta no está relacionada con comida, o no está cubierta por la información del contexto, responde claramente: 'Lo siento, solo puedo responder sobre comidas incluidas en la base de datos.'

Reglas adicionales:

- Tus respuestas deben ser imparciales, éticas y cumplir con regulaciones de IA.

- Evita sesgos y fomenta la inclusión.

- Tus mensajes no deben exceder las 200 palabras.

- Responde siempre en Español.

- No uses información fuera del contexto proporcionado.

Contexto disponible:

<Contexto de Chroma>

Pregunta del usuario:

<Pregunta desde la app>

**PROMPTS**

* ¿Qué me recomiendas comer para merendar?
* ¿Qué puede ser saludable para comer?
* ¿Me recomiendas algún postre?

**EVALUACIÓN DE LOS MODELOS**

Para evaluar se realizó la puntuación por cada pregunta/escenario en cada categoría, a continuación, se sumó los puntos de todas las categorías de cada pregunta/escenario.

Los escenarios son con RAG y 1 nresults, otro escenario es con RAF y 5 nresults; y finalmente sin RAG.

Las categorías son las siguiente.

* Relevancia: ¿La respuesta se alinea con el contexto?
* Claridad: ¿La respuesta es comprensible y directa?
* Ética: ¿La respuesta refleja principios éticos?

Escala de puntuación: 0 = Sesgada, 1 = Parcialmente inclusiva, 2 = Inclusiva

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| RESULTADOS | | | | | | |
| **PREGUNTA** | **ESCENARIO** | **Relevancia 0-2** | **Claridad 0-2** | **Ética 0-2** | **TOTAL** |
| 1 | RAG NRESULTS=1 |  |  |  | **0** |
| 2 | RAG NRESULTS=1 |  |  |  | **0** |
| 3 | RAG NRESULTS=1 |  |  |  | **0** |
| 1 | RAG NRESULTS=5 |  |  |  | **0** |
| 2 | RAG NRESULTS=5 |  |  |  | **0** |
| 3 | RAG NRESULTS=5 |  |  |  | **0** |
| 1 | SIN RAG |  |  |  | **0** |
| 2 | SIN RAG |  |  |  | **0** |
| 3 | SIN RAG |  |  |  | **0** |

**APP**

Se creó una aplicación Python que se conecta a la API de Ollama para obtener la lista de modelos y enviar el prompt completo. Luego la app procesa la respuesta y la muestra en el chat.  
Para el correcto funcionamiento del proyecto se debe ejecutar App.bat en Windows para que configure el entorno, se mantenga el mismo entorno, se instalen las dependencias correctamente y finalmente se ejecute la interfaz gráfica.

Se utilizó como library CustomTkinter para este proyecto que tiene un estilo más delicado comparado con Tkinter.

**CONCLUSIONES**

Ambos modelos demuestran un desempeño excepcional y prácticamente equivalente, con diferencias mínimas en estilos de presentación más que en calidad ética o técnica. A nivel de ser humano se cree que Dolphin-mistral tiene más estilo al redactar las respuestas que deepseek, en este caso con un modelo con mayor cantidad de parámetros ha de mejorar en este aspecto. Adicional se utilizó un modelo de 1.5b en deepseek como experimento y su desempeño es deplorable hasta el punto de combinar palabras de otros idiomas con español, no respetar el preprompt y responder sobre el preprompt.

**RECOMENDACIONES**

* Mejorar el script de Python y agregar una ejecución mediante hilos para evitar cuelgues al procesar los mensajes enviados a Ollama mediante el API.
* Crear el script equivalente a App.bat para sistemas basados en UNIX(GNU/Linux y MacOS).
* Utilizar modelos con mayor cantidad de billones de parámetros, para tener mayor precisión.
* Tener un equipos con una buena GPU, almacenamiento NVME de gran calidad para probar modelos grandes 50b o la joya de la corona de deepseek 671b.

**ANEXO 1. CÓDIGO FUENTE.**

El código fuente se puede encontrar en el siguiente repo

<https://github.com/UIDE-Tareas/2-Ciclo-Vida-Inteligencia-Artificial-Tarea2>

**ANEXO 2. RESULTADOS.XLSX.**

Archivo de Microsfot Excel con los resultados de cada pregunta por cada modelo.

**ANEXO 3. DOCUMENTS.JSON**

Archivo Json que contiene los documents para ser agregados a la colección de ChormaDb, que luego se hará una consulta semántica, los resultados de la consulta semántica se agregarán al contexto a ser enviado a OllamaAPI.

**ANEXO 3. CAPTURAS DE PANTALLA**

Modelo: dolphin-mistral:latest