Using weights to produce population inference in UKDS surveys – a practical guide
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# Introduction

This note aims at signposting users of UKDS social surveys towards the appropriate usage of weights and survey design variables when conducting inferential analysis as well as providing guidelines in order to safely do so. This preliminary version of the document only provides examples from the Labour Force and Family Expenditure Surveys but will be gradually augmented over time.

Weights in social surveys are designed to compensate for the under- or over-representation of groups at the time the sample was drawn. How to use them in analyses of social surveys depends on a wide range of factors including the scope of the analysis conducted, the chosen statistical methods, the license version of the dataset, the capabilities of the statistical software, as well as the sample design and the weights provided. Using weights and more generally, accounting for the sample design raise complex issues for which in most cases no ideal solution exist.

The present document focuses on a limited number of practical procedures to achieve the above. It does not provide an in-depth discussion of the theoretical underpinning, survey design or sampling of the data.

The content of this note summarises technical information provided by the Office for National Statistics. (Ref to be added)

# Whole population estimates (not subgroups)

## Simple point estimates (ie mean, median, proportion, total) of a variable.

Example: the mean/median age, the proportion of people in employment, the total number of men and women.

### Cases where knowing about the precision of estimates is not required

These are cases where users are not interested in obtaining the standard errors of point estimates, their confidence interval or conduct statistical testing, for example because they are simply learning or teaching basic statistical concepts or how to use software. They are nonetheless interested in having an idea of the value of a parameter in the population. Users can either:

* Compute the weighted estimates using available commands in mainstream statistical software (R, SAS, SPSS, Stata) that accepts weights. Most of these will provide the correct value of the estimates.
* Users may also use the survey specific estimation commands of these packages. This is not strictly necessary, but is recommended as it will help users remain aware that inference with survey data requires special attention.

*Example: count and proportion of the regional population of the UK using the LFS*

**Syntax Using Stata\* ie mean yes, median no**

tab uresmc [fw=pwt22]

**Syntax Using R**

xtabs(pwt22~uresmc,lfs)

**Syntax Using SPSS**

### Cases where knowing about the precision of estimates is required

This happens when users need to know about the standard error of an estimate, its confidence interval or compute a statistical test, for example because the data will be used in a scientific article, or will be published.

**EUL datasets (without information about sample design)** End User Licence datasets released by UKDS are not allowed to include potentially disclosive information, which unfortunately includes information about clustering, small geographical areas or primary sampling unit. It is therefore not possible to directly compute robust information about estimate precision using these.

Users can either: - Directly use published estimates and standard errors already computed by the data producer for some of their social surveys; - Adjust the standard error of their estimates using Design factors published by data producers. A design factor is a number by which to multiply standard errors estimated under the assumption of simple random sampling.

See here for the Labour for Survey and for the family resource survey - For the FRS: <https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/972808/Ch1_Methodology_and_Standard_Errors.xlsx> - For the LFS: <https://www.ons.gov.uk/methodology/methodologicalpublications/generalmethodology/onsworkingpaperseries/onsmethodologyworkingpaperseriesno9guidetocalculatingstandarderrorsforonssocialsurveys#annex-a-labour-force-survey-standard-errors-january-to-march-2015-united-kingdom>

* use point estimates with their standard errors using the survey design commands available in most statistical software. These will assume that the data was collected under simple random sampling using provided weights then adjust them using the design factors published by the data providers (LFS). In some cases,

*Example: count and proportion of the regional population of the UK using the LFS*

*Syntax Using Stata*

svyset [pw=pwt22]  
svy:tab uresmc, cell count percent format(%10.1g)

*Syntax Using R*

library(survey)  
lfs.s←svydesign(ids=~1,weights=~pwt22,data=lfs) ### Assuming the dataset is stored as lfs  
svytable(lfs.s)

*Syntax Using SPSS* TBC

**Secure access data** Produce estimates using the sample design variables (ie clusters and/or strata) and the specialist survey functions of existing statistical software.

#Estimating quantities about subgroups in the data This covers estimates of quantities about subgroups of the populations (aka domains) rather than the whole population (ie groups whose size is itself an estimate). Example: mean age by gender, or some other categories, or analysis restricted to a subset of the population (for example those in employment).

**Using EUL data** There is no direct way of estimating unbiased domain estimates with the information provided in EUL datasets. The closest users can come to it to use survey procedures available in statistical software assuming random sampling, report the results as confidence intervals rather than point estimates in order to convey the uncertainty of the result, and document the likely effect of not taking into account the survey design ie over or underestimation of the actual standard error. In the case of the LFS, standard errors would likely to be overestimated, and therefore the estimates would be conservative, whereas in the case of the FRS, these would be underestimated. The seriousness of these would increase with smaller subgroups, therefore users should try and avoid working with groups that are too small. When estimating quantities for domain, it is also recommended to use functions that explicitly take into the grouping rather than only working with the subpopulation of interest. Not doing so could lead to incorrect weighting of estimates. In case of simple domain estimates, it might still be possible to rely on estimates published by the data producer.

[In the case of the LFS](https://www.nisra.gov.uk/publications/labour-force-survey-annual-report-2021)

[In the case of the FRS](https://www.ons.gov.uk/methodology/methodologicalpublications/generalmethodology/onsworkingpaperseries/onsmethodologyworkingpaperseriesno9guidetocalculatingstandarderrorsforonssocialsurveys#annex-a-labour-force-survey-standard-errors-january-to-march-2015-united-kingdom)

**Using secure lab data** Point and reliability estimates may be computed using the survey-based estimation commands.

# Sample design and multivariate analysis ie regression

TBC – same message as previous section+ issue of controlling for vs using weights.

# Study-specific Weight and sample design information

## Labour Force Survey

The LFS is a geographically stratified random survey. For the main part Primary sampling units are addresses within postcode sectors, drawn from the Small Users Postcode Address File (PAF). The small users PAF is limited to addresses which receive, fewer than 50 items of post per day. In a small number of cases a second stage sampling occurs where several households exist at a given address. A clustering effect is also present to the extent that units of observations are individuals withing households, and that some groups are clustered within these, typically ethnicity. LFS weights: - PWTxx – person level sampling weight; enables inferring population counts - IWTxx - Person-level sampling weight for income analysis (ie subsample of people in paid work) - PHHWTxx - Household-level sampling weight (for household-level analysis)

## Family Resources Survey

The LFS is a stratified clustered random survey, with survey design differing slightly between countries of the UK. In great Britain, Primary sampling units are postcode sectors, drawn from the Small Users Postcode Address File (PAF). The small users PAF is limited to addresses which receive, fewer than 50 items of post per day. Before being selected, PSUs are stratified according to geography, proportion of household reference persons from higher social classes in the area, proportion of economically active respondents in the area, and proportion of economically active men who ware unemployed. In Northern Ireland, the sample is a systematic random sample of addresses.

FRS weights: GROSS4: person-level sampling weight; enables inferring population counts

# Software notes

**R** Being open source, R does not provide a centralised/unified sets of command to compute weighted estimates and accounting for sample design. The algorithms implementations of statistical theory may vary between packages, but are usually provided in the package documentations. In practice, computing weighted point estimates is straightforward. The *Hmisc* package provides a number of useful functions allowing to do so. The *Survey* package provides a comprehensive set of function for computing point estimates and reliability from survey data. It is recommended to use this for other usages than casual weighting.

**SAS** TBC

**SPSS** Standard editions of SPSS do not include support for survey design variables, and only limited use of sampling weights. When using grossing weights – ie weight that have been designed to enable computing population totals from sample data – as is the case for instance with the Labour Force and Family Resources surveys, measures of dispersion and standard errors will not be adequately computer. It is therefore not recommended to attempt using the base version of SPSS with survey data beyond estimating point estimates. Significance test, and standard errors will not reflect the correct values. USers willing to use SPSS with survey data will need to acquire the Premium Edition or the Complex Samples option of the software.

**Stata** Stata provides comprehensive support for computing estimates from survey data. Users may either opt to add sampling weights to the standard estimation commands, or use survey-specific commands. The latter is recommended when knowledge of estimate precision is required. Stata provides a conceptual distinction between four types of weights: Frequency weights, Variance weights, Importance weights and Probability weights. These differences impact on the way standard errors are computed. In most cases, social survey weights from UKDS datasets should be treated as probability weights. A number of of basic estimation commands, such as *summarise* do not allow using probability weights. This is an explicit features of Stata, meant to nudge users of survey data to prioritise the survey commands rather than ‘casual’ weighting.

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(readstata13)  
library(survey)

## Loading required package: grid

## Loading required package: Matrix

## Loading required package: survival

##   
## Attaching package: 'survey'

## The following object is masked from 'package:graphics':  
##   
## dotchart

library(Hmisc)

## Loading required package: lattice

## Loading required package: Formula

## Loading required package: ggplot2

##   
## Attaching package: 'Hmisc'

## The following object is masked from 'package:survey':  
##   
## deff

## The following objects are masked from 'package:dplyr':  
##   
## src, summarize

## The following objects are masked from 'package:base':  
##   
## format.pval, units

lfs<-read.dta13("/home/piet/Dropbox/work/UKDS/Weighting/8999stata\_19F69364F347E76D69B733E62CBABA6D7EBB12BA9FBBED1871C583029D05A74B\_V1/lfsp\_aj22\_eul\_pwt22.dta")

## Warning in read.dta13("/home/piet/Dropbox/work/UKDS/Weighting/8999stata\_19F69364F347E76D69B733E62CBABA6D7EBB12BA9FBBED1871C583029D05A74B\_V1/lfsp\_aj22\_eul\_pwt22.dta"):   
## Duplicated factor levels for variables  
##   
## CORO20B401, CORO20B402, CORO20B403,  
## CORO20B404, CORO20B405, CORO20B406,  
## CORO20B407, CORO20B408, CORO20B409,  
## CORO20B410, QUAL21\_1, QUAL21\_10, QUAL21\_11,  
## QUAL21\_12, QUAL21\_13, QUAL21\_16, QUAL21\_17,  
## QUAL21\_18, QUAL21\_19, QUAL21\_2, QUAL21\_20,  
## QUAL21\_21, QUAL21\_22, QUAL21\_23, QUAL21\_24,  
## QUAL21\_25, QUAL21\_26, QUAL21\_27, QUAL21\_28,  
## QUAL21\_29, QUAL21\_3, QUAL21\_30, QUAL21\_31,  
## QUAL21\_33, QUAL21\_34, QUAL21\_35, QUAL21\_39,  
## RESTMR6, SUBNO, SUBNO2, SUBNO3, SUBNO4,  
## SUBNO5, SUBNO6, SUBNO7, SUBNO8  
##   
## Unique labels for these variables have been generated.

## Warning in read.dta13("/home/piet/Dropbox/work/UKDS/Weighting/8999stata\_19F69364F347E76D69B733E62CBABA6D7EBB12BA9FBBED1871C583029D05A74B\_V1/lfsp\_aj22\_eul\_pwt22.dta"):   
## Factor codes of type double or float detected in variables  
##   
## ACTHR, ACTHR2, ACTPOT, ACTUOT, HOURPAY,  
## HRRATE, HRRATE2, POTHR, SUMHRS, TOTAC1,  
## TOTAC2, TOTUS1, TOTUS2, TRHR11, TRONJB,  
## UNDHRS, UOTHR, USUHR  
##   
## No labels have been assigned.  
## Set option 'nonint.factors = TRUE' to assign labels anyway.

## Warning in read.dta13("/home/piet/Dropbox/work/UKDS/Weighting/8999stata\_19F69364F347E76D69B733E62CBABA6D7EBB12BA9FBBED1871C583029D05A74B\_V1/lfsp\_aj22\_eul\_pwt22.dta"):   
## Missing factor labels for variables  
##   
## YERQAL3  
##   
## No labels have beend assigned.  
## Set option 'generate.factors=TRUE' to generate labels.

lfs$PWT22.s<-lfs$PWT22/mean(lfs$PWT22)  
cbind(xtabs(PWT22~SEX,lfs),xtabs(PWT22.s~SEX,lfs))

## [,1] [,2]  
## Does not apply 0 0.00  
## No answer 0 0.00  
## Male 32968380 37564.24  
## Female 33726256 38427.76

cbind(round(100\*prop.table(xtabs(PWT22~SEX,lfs)),1),round(100\*prop.table(xtabs(PWT22.s~SEX,lfs)),1))

## [,1] [,2]  
## Does not apply 0.0 0.0  
## No answer 0.0 0.0  
## Male 49.4 49.4  
## Female 50.6 50.6

cbind(lfs%>%group\_by(SEX)%>%summarise(wtd.mean(TTACHR,PWT22)),lfs%>%group\_by(SEX)%>%summarise(wtd.mean(TTACHR,PWT22.s)))

## SEX wtd.mean(TTACHR, PWT22) SEX wtd.mean(TTACHR, PWT22.s)  
## 1 Male 13.527234 Male 13.527234  
## 2 Female 7.859981 Female 7.859981

lfs.srv<-svydesign(ids=~1,data=lfs%>%filter((FTPTWK=="Full-time" | FTPTWK=="Part-time") & TTACHR>=0),weights = ~PWT22)  
lfs.srv.s<-svydesign(ids=~1,data=lfs%>%filter((FTPTWK=="Full-time" | FTPTWK=="Part-time") & TTACHR>=0),weights = ~PWT22.s)  
  
cbind(svytable(~SEX,lfs.srv),svytable(~SEX,lfs.srv.s))

## [,1] [,2]  
## Does not apply 0 0.00  
## No answer 0 0.00  
## Male 16721887 19052.95  
## Female 15360510 17501.80

cbind(svychisq(~SEX+FTPTWK,lfs.srv,statistic="Wald"),svychisq(~SEX+FTPTWK,lfs.srv.s,statistic="Wald"))

## [,1]   
## statistic 2227.293   
## parameter numeric,2   
## p.value 0   
## method "Design-based Wald test of association"   
## data.name "svychisq(~SEX + FTPTWK, lfs.srv, statistic = "Wald")"  
## observed svytable,16   
## expected numeric,16   
## residuals svytable,16   
## stdres svytable,16   
## [,2]   
## statistic 2227.293   
## parameter numeric,2   
## p.value 0   
## method "Design-based Wald test of association"   
## data.name "svychisq(~SEX + FTPTWK, lfs.srv.s, statistic = "Wald")"  
## observed svytable,16   
## expected numeric,16   
## residuals svytable,16   
## stdres svytable,16

cbind(round(100\*prop.table(svytable(~SEX,lfs.srv)),1),round(100\*prop.table(svytable(~SEX,lfs.srv.s)),1))

## [,1] [,2]  
## Does not apply 0.0 0.0  
## No answer 0.0 0.0  
## Male 52.1 52.1  
## Female 47.9 47.9

#cbind(lfs.srv%>%filter(FTPTWK=="Full-time" | FTPTWK=="Part-time")%>%group\_by(SEX,FTPTWK)%>%summarise(svymean(TTACHR)),lfs%>%filter(FTPTWK=="Full-time" | FTPTWK=="Part-time")%>%group\_by(SEX,FTPTWK)%>%summarise(wtd.mean(TTACHR,PWT22.s)))  
  
cbind(svyby(~TTACHR,by=~SEX+FTPTWK,lfs.srv,svymean,vartype="ci"),svyby(~TTACHR,by=~SEX+FTPTWK,lfs.srv.s,svymean,vartype="ci")[,3:5])

## SEX FTPTWK TTACHR ci\_l ci\_u TTACHR ci\_l  
## Male.Full-time Male Full-time 38.35428 38.11158 38.59698 38.35428 38.11158  
## Female.Full-time Female Full-time 34.81224 34.49842 35.12605 34.81224 34.49842  
## Male.Part-time Male Part-time 16.12442 15.59667 16.65217 16.12442 15.59667  
## Female.Part-time Female Part-time 16.68112 16.40853 16.95370 16.68112 16.40853  
## ci\_u  
## Male.Full-time 38.59698  
## Female.Full-time 35.12605  
## Male.Part-time 16.65217  
## Female.Part-time 16.95370

summary(svyglm(GROSS99~SEX+FTPTWK+SEX\*FTPTWK+URESMC,lfs.srv,family=gaussian()))

## Warning in summary.glm(g): observations with zero weight not used for  
## calculating dispersion

## Warning in summary.glm(glm.object): observations with zero weight not used for  
## calculating dispersion

##   
## Call:  
## svyglm(formula = GROSS99 ~ SEX + FTPTWK + SEX \* FTPTWK + URESMC,   
## design = lfs.srv, family = gaussian())  
##   
## Survey design:  
## svydesign(ids = ~1, data = lfs %>% filter((FTPTWK == "Full-time" |   
## FTPTWK == "Part-time") & TTACHR >= 0), weights = ~PWT22)  
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 7696.1 859.7 8.952 < 2e-16 \*\*\*  
## SEXFemale -264.5 316.2 -0.836 0.40292   
## FTPTWKPart-time -3463.7 502.4 -6.895 5.49e-12 \*\*\*  
## URESMCRest of Northern region -199.1 1086.3 -0.183 0.85458   
## URESMCSouth Yorkshire -252.3 1160.2 -0.217 0.82782   
## URESMCWest Yorkshire 952.4 1025.2 0.929 0.35290   
## URESMCRest of Yorks & Humberside 406.6 1072.1 0.379 0.70453   
## URESMCEast Midlands 2266.6 983.1 2.306 0.02114 \*   
## URESMCEast Anglia 603.4 1038.2 0.581 0.56108   
## URESMCInner London 2427.1 1183.9 2.050 0.04037 \*   
## URESMCOuter London 1510.1 1007.0 1.500 0.13374   
## URESMCRest of South East 1219.0 897.7 1.358 0.17449   
## URESMCSouth West -471.0 912.5 -0.516 0.60577   
## URESMCWest Midlands (met county) -1136.2 1020.6 -1.113 0.26562   
## URESMCRest of West Midlands 1069.7 1009.0 1.060 0.28906   
## URESMCGreater Manchester 2244.9 1116.5 2.011 0.04436 \*   
## URESMCMerseyside -926.4 1199.7 -0.772 0.44003   
## URESMCRest of North West 585.7 1073.4 0.546 0.58533   
## URESMCWales -380.2 1006.0 -0.378 0.70545   
## URESMCStrathclyde -3036.6 967.3 -3.139 0.00169 \*\*   
## URESMCRest of Scotland -246.1 993.2 -0.248 0.80431   
## URESMCNorthern Ireland 211.9 933.5 0.227 0.82045   
## SEXFemale:FTPTWKPart-time 186.8 605.8 0.308 0.75789   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 454957948)  
##   
## Number of Fisher Scoring iterations: 2

summary(svyglm(GROSS99~SEX+FTPTWK+SEX\*FTPTWK+URESMC,lfs.srv,family=gaussian()))

## Warning in summary.glm(g): observations with zero weight not used for  
## calculating dispersion  
  
## Warning in summary.glm(g): observations with zero weight not used for  
## calculating dispersion

##   
## Call:  
## svyglm(formula = GROSS99 ~ SEX + FTPTWK + SEX \* FTPTWK + URESMC,   
## design = lfs.srv, family = gaussian())  
##   
## Survey design:  
## svydesign(ids = ~1, data = lfs %>% filter((FTPTWK == "Full-time" |   
## FTPTWK == "Part-time") & TTACHR >= 0), weights = ~PWT22)  
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 7696.1 859.7 8.952 < 2e-16 \*\*\*  
## SEXFemale -264.5 316.2 -0.836 0.40292   
## FTPTWKPart-time -3463.7 502.4 -6.895 5.49e-12 \*\*\*  
## URESMCRest of Northern region -199.1 1086.3 -0.183 0.85458   
## URESMCSouth Yorkshire -252.3 1160.2 -0.217 0.82782   
## URESMCWest Yorkshire 952.4 1025.2 0.929 0.35290   
## URESMCRest of Yorks & Humberside 406.6 1072.1 0.379 0.70453   
## URESMCEast Midlands 2266.6 983.1 2.306 0.02114 \*   
## URESMCEast Anglia 603.4 1038.2 0.581 0.56108   
## URESMCInner London 2427.1 1183.9 2.050 0.04037 \*   
## URESMCOuter London 1510.1 1007.0 1.500 0.13374   
## URESMCRest of South East 1219.0 897.7 1.358 0.17449   
## URESMCSouth West -471.0 912.5 -0.516 0.60577   
## URESMCWest Midlands (met county) -1136.2 1020.6 -1.113 0.26562   
## URESMCRest of West Midlands 1069.7 1009.0 1.060 0.28906   
## URESMCGreater Manchester 2244.9 1116.5 2.011 0.04436 \*   
## URESMCMerseyside -926.4 1199.7 -0.772 0.44003   
## URESMCRest of North West 585.7 1073.4 0.546 0.58533   
## URESMCWales -380.2 1006.0 -0.378 0.70545   
## URESMCStrathclyde -3036.6 967.3 -3.139 0.00169 \*\*   
## URESMCRest of Scotland -246.1 993.2 -0.248 0.80431   
## URESMCNorthern Ireland 211.9 933.5 0.227 0.82045   
## SEXFemale:FTPTWKPart-time 186.8 605.8 0.308 0.75789   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 454957948)  
##   
## Number of Fisher Scoring iterations: 2

And Now in Stata…

library(RStata)  
options("RStata.StataPath"="/usr/local/stata16/stata-se")  
options("RStata.StataVersion"=16)  
stata('set more off,permanently')

## . set more off,permanently  
## (set more preference recorded)

stata("cd ~/Dropbox/work/UKDS/Weighting/")

## . cd ~/Dropbox/work/UKDS/Weighting/  
## /home/piet/Dropbox/work/UKDS/Weighting

stata ("do stata\_svy.do")

## . do stata\_svy.do  
##   
## . set more off,permanently  
## (set more preference recorded)  
##   
## . cd ~/Dropbox/work/UKDS/Weighting/  
## /home/piet/Dropbox/work/UKDS/Weighting  
##   
## . clear all  
##   
## . use 8999stata\_19F69364F347E76D69B733E62CBABA6D7EBB12BA9FBBED1871C583029D05A74  
## > B\_V1/lfsp\_aj22\_eul\_pwt22.dta  
##   
## . egen mn=mean(PWT22)  
##   
## . gen PWT22\_s=PWT22/mn  
##   
## . keep if FTPTWK >=0 & HOURPAY>=0  
## (68,116 observations deleted)  
##   
## .   
## . svyset [pw=PWT22]  
##   
## pweight: PWT22  
## VCE: linearized  
## Single unit: missing  
## Strata 1: <one>  
## SU 1: <observations>  
## FPC 1: <zero>  
##   
## . svy: tab SEX,count format(%10.1g)  
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,020,390  
## Design df = 7,875  
##   
## ----------------------  
## Sex of |  
## responden |  
## t | count  
## ----------+-----------  
## Male | 3518301  
## Female | 3502089  
## |   
## Total | 7020390  
## ----------------------  
## Key: count = weighted count  
##   
## . svy: tab SEX,percent   
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,020,390  
## Design df = 7,875  
##   
## ----------------------  
## Sex of |  
## responden |  
## t | percentage  
## ----------+-----------  
## Male | 50.12  
## Female | 49.88  
## |   
## Total | 100  
## ----------------------  
## Key: percentage = cell percentage  
##   
## . svy: tab SEX FTPTWK,percent   
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,020,390  
## Design df = 7,875  
##   
## ----------------------------------------  
## Sex of | Whether full or part time in  
## responden | main job   
## t | Full-tim Part-tim Total  
## ----------+-----------------------------  
## Male | 44.35 5.768 50.12  
## Female | 32.62 17.27 49.88  
## |   
## Total | 76.96 23.04 100  
## ----------------------------------------  
## Key: cell percentage  
##   
## Pearson:  
## Uncorrected chi2(1) = 593.0349  
## Design-based F(1, 7875) = 399.5065 P = 0.0000  
##   
## .   
## . svy: mean HOURPAY,over(SEX FTPTWK)  
## (running mean on estimation sample)  
##   
## Survey: Mean estimation  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,020,390  
## Design df = 7,875  
##   
## ----------------------------------------------------------------------  
## | Linearized  
## | Mean Std. Err. [95% Conf. Interval]  
## ---------------------+------------------------------------------------  
## c.HOURPAY@SEX#FTPTWK |  
## Male#Full-time | 20.39034 .2860278 19.82965 20.95103  
## Male#Part-time | 15.3669 .8160861 13.76715 16.96664  
## Female#Full-time | 17.2506 .2715266 16.71833 17.78286  
## Female#Part-time | 13.84791 .2764211 13.30605 14.38977  
## ----------------------------------------------------------------------  
##   
## .   
## . xi:svy: reg HOURPAY i.SEX i.FTPTWK i.SEX\*i.FTPTWK i.URESMC  
## i.SEX \_ISEX\_1-2 (naturally coded; \_ISEX\_1 omitted)  
## i.FTPTWK \_IFTPTWK\_1-2 (naturally coded; \_IFTPTWK\_1 omitted)  
## i.SEX\*i.FTPTWK \_ISEXXFTP\_#\_# (coded as above)  
## i.URESMC \_IURESMC\_1-20 (naturally coded; \_IURESMC\_1 omitted)  
## (running regress on estimation sample)  
##   
## Survey: Linear regression  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,020,390  
## Design df = 7,875  
## F( 22, 7854) = 23.53  
## Prob > F = 0.0000  
## R-squared = 0.0680  
##   
## ------------------------------------------------------------------------------  
## | Linearized  
## HOURPAY | Coef. Std. Err. t P>|t| [95% Conf. Interval]  
## -------------+----------------------------------------------------------------  
## \_ISEX\_2 | -3.145164 .3826058 -8.22 0.000 -3.895173 -2.395155  
## \_IFTPTWK\_2 | -4.638111 .859578 -5.40 0.000 -6.323112 -2.95311  
## \_ISEX\_2 | 0 (omitted)  
## \_IFTPTWK\_2 | 0 (omitted)  
## \_ISEXXFTP\_~2 | 1.734586 .9331478 1.86 0.063 -.0946307 3.563804  
## \_IURESMC\_2 | .8221144 1.033828 0.80 0.427 -1.204463 2.848692  
## \_IURESMC\_3 | .6602442 .7952326 0.83 0.406 -.8986226 2.219111  
## \_IURESMC\_4 | .8416112 .7234053 1.16 0.245 -.5764552 2.259678  
## \_IURESMC\_5 | .5906058 .8222401 0.72 0.473 -1.021203 2.202415  
## \_IURESMC\_6 | 1.036941 .6890335 1.50 0.132 -.3137476 2.387629  
## \_IURESMC\_7 | 1.97359 .8344294 2.37 0.018 .3378868 3.609293  
## \_IURESMC\_8 | 10.67592 1.14781 9.30 0.000 8.42591 12.92593  
## \_IURESMC\_9 | 7.122487 .9378752 7.59 0.000 5.284003 8.960971  
## \_IURESMC\_10 | 6.001595 .7971009 7.53 0.000 4.439066 7.564125  
## \_IURESMC\_11 | 2.783788 .7084938 3.93 0.000 1.394952 4.172624  
## \_IURESMC\_12 | 1.31205 .9188996 1.43 0.153 -.4892371 3.113337  
## \_IURESMC\_13 | 2.10888 .8082412 2.61 0.009 .5245134 3.693248  
## \_IURESMC\_14 | 2.135011 .9227266 2.31 0.021 .3262216 3.943799  
## \_IURESMC\_15 | 1.596744 1.580281 1.01 0.312 -1.501026 4.694514  
## \_IURESMC\_16 | .9547899 .75966 1.26 0.209 -.5343452 2.443925  
## \_IURESMC\_17 | .8600856 .7818615 1.10 0.271 -.6725704 2.392742  
## \_IURESMC\_18 | 2.363249 1.051297 2.25 0.025 .3024279 4.42407  
## \_IURESMC\_19 | 3.114429 .8714773 3.57 0.000 1.406103 4.822756  
## \_IURESMC\_20 | .2056497 .6500009 0.32 0.752 -1.068524 1.479824  
## \_cons | 16.9572 .6255942 27.11 0.000 15.73087 18.18353  
## ------------------------------------------------------------------------------  
##   
## .   
## . svyset [pw=PWT22\_s]  
##   
## pweight: PWT22\_s  
## VCE: linearized  
## Single unit: missing  
## Strata 1: <one>  
## SU 1: <observations>  
## FPC 1: <zero>  
##   
## . svy: tab SEX,count format(%10.1g)  
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,999.0463  
## Design df = 7,875  
##   
## ----------------------  
## Sex of |  
## responden |  
## t | count  
## ----------+-----------  
## Male | 4009  
## Female | 3990  
## |   
## Total | 7999  
## ----------------------  
## Key: count = weighted count  
##   
## . svy: tab SEX,percent   
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,999.0463  
## Design df = 7,875  
##   
## ----------------------  
## Sex of |  
## responden |  
## t | percentage  
## ----------+-----------  
## Male | 50.12  
## Female | 49.88  
## |   
## Total | 100  
## ----------------------  
## Key: percentage = cell percentage  
##   
## . svy: tab SEX FTPTWK,percent   
## (running tabulate on estimation sample)  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,999.0463  
## Design df = 7,875  
##   
## ----------------------------------------  
## Sex of | Whether full or part time in  
## responden | main job   
## t | Full-tim Part-tim Total  
## ----------+-----------------------------  
## Male | 44.35 5.768 50.12  
## Female | 32.62 17.27 49.88  
## |   
## Total | 76.96 23.04 100  
## ----------------------------------------  
## Key: cell percentage  
##   
## Pearson:  
## Uncorrected chi2(1) = 593.0349  
## Design-based F(1, 7875) = 399.5065 P = 0.0000  
##   
## .   
## . svy: mean HOURPAY,over(SEX FTPTWK)  
## (running mean on estimation sample)  
##   
## Survey: Mean estimation  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,999.0463  
## Design df = 7,875  
##   
## ----------------------------------------------------------------------  
## | Linearized  
## | Mean Std. Err. [95% Conf. Interval]  
## ---------------------+------------------------------------------------  
## c.HOURPAY@SEX#FTPTWK |  
## Male#Full-time | 20.39034 .2860278 19.82965 20.95103  
## Male#Part-time | 15.3669 .8160861 13.76715 16.96664  
## Female#Full-time | 17.2506 .2715266 16.71833 17.78286  
## Female#Part-time | 13.84791 .2764211 13.30605 14.38977  
## ----------------------------------------------------------------------  
##   
## .   
## . xi:svy: reg HOURPAY i.SEX i.FTPTWK i.SEX\*i.FTPTWK i.URESMC  
## i.SEX \_ISEX\_1-2 (naturally coded; \_ISEX\_1 omitted)  
## i.FTPTWK \_IFTPTWK\_1-2 (naturally coded; \_IFTPTWK\_1 omitted)  
## i.SEX\*i.FTPTWK \_ISEXXFTP\_#\_# (coded as above)  
## i.URESMC \_IURESMC\_1-20 (naturally coded; \_IURESMC\_1 omitted)  
## (running regress on estimation sample)  
##   
## Survey: Linear regression  
##   
## Number of strata = 1 Number of obs = 7,876  
## Number of PSUs = 7,876 Population size = 7,999.0463  
## Design df = 7,875  
## F( 22, 7854) = 23.53  
## Prob > F = 0.0000  
## R-squared = 0.0680  
##   
## ------------------------------------------------------------------------------  
## | Linearized  
## HOURPAY | Coef. Std. Err. t P>|t| [95% Conf. Interval]  
## -------------+----------------------------------------------------------------  
## \_ISEX\_2 | -3.145164 .3826058 -8.22 0.000 -3.895173 -2.395155  
## \_IFTPTWK\_2 | -4.638111 .859578 -5.40 0.000 -6.323112 -2.95311  
## \_ISEX\_2 | 0 (omitted)  
## \_IFTPTWK\_2 | 0 (omitted)  
## \_ISEXXFTP\_~2 | 1.734586 .9331478 1.86 0.063 -.0946307 3.563804  
## \_IURESMC\_2 | .8221143 1.033828 0.80 0.427 -1.204463 2.848692  
## \_IURESMC\_3 | .6602442 .7952326 0.83 0.406 -.8986226 2.219111  
## \_IURESMC\_4 | .8416112 .7234053 1.16 0.245 -.5764551 2.259678  
## \_IURESMC\_5 | .5906058 .8222401 0.72 0.473 -1.021203 2.202415  
## \_IURESMC\_6 | 1.036941 .6890335 1.50 0.132 -.3137476 2.387629  
## \_IURESMC\_7 | 1.97359 .8344294 2.37 0.018 .3378868 3.609293  
## \_IURESMC\_8 | 10.67592 1.14781 9.30 0.000 8.42591 12.92593  
## \_IURESMC\_9 | 7.122487 .9378752 7.59 0.000 5.284003 8.960971  
## \_IURESMC\_10 | 6.001595 .7971009 7.53 0.000 4.439066 7.564125  
## \_IURESMC\_11 | 2.783788 .7084938 3.93 0.000 1.394952 4.172623  
## \_IURESMC\_12 | 1.31205 .9188996 1.43 0.153 -.4892371 3.113337  
## \_IURESMC\_13 | 2.10888 .8082412 2.61 0.009 .5245134 3.693248  
## \_IURESMC\_14 | 2.135011 .9227266 2.31 0.021 .3262216 3.943799  
## \_IURESMC\_15 | 1.596744 1.580281 1.01 0.312 -1.501026 4.694514  
## \_IURESMC\_16 | .9547899 .75966 1.26 0.209 -.5343452 2.443925  
## \_IURESMC\_17 | .8600856 .7818615 1.10 0.271 -.6725704 2.392742  
## \_IURESMC\_18 | 2.363249 1.051297 2.25 0.025 .3024279 4.42407  
## \_IURESMC\_19 | 3.114429 .8714772 3.57 0.000 1.406103 4.822756  
## \_IURESMC\_20 | .2056497 .6500009 0.32 0.752 -1.068524 1.479824  
## \_cons | 16.9572 .6255942 27.11 0.000 15.73087 18.18353  
## ------------------------------------------------------------------------------  
##   
## .   
## end of do-file
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