对于正弦曲线我试着运行两种类型的预测:第一个将以逐点的方式来预测,即只预测每一次的一个点,将这一点绘制成预测,然后将下一个窗口和完整的测试数据,并再次预测下一个点。

第二个预测是预测一个完整的序列,通过这个,只在培训数据的第一部分中初始化一个培训窗口。模型之后预测下一个点,同时把窗口移开,就像点逐点法一样。不同的是,之后预测中将使用我在先前预测中预测的数据。在第二步中,这只意味着一个数据点(最后一点)将来自先前的预测。在第三个预测中,最后两个数据点将来自先前的预测,等等。在50次预测之后,模型随后将预测自己的先前预测。这让我可以使用模型来预测未来的许多时间,但正如它预测的预测,然后反过来是基于预测,这将增加预测的误差速度。

下面我可以看到代码和各自的输出,点对点的预测结果和完整的序列预测。

1. **def** predict\_point\_by\_point(self, data):
2. #Predict each timestep given the last sequence of true data, in effect only predicting 1 step ahead each time
3. predicted = self.model.predict(data)
4. predicted = np.reshape(predicted, (predicted.size,))
5. **return** predicted
7. **def** predict\_sequence\_full(self, data, window\_size):
8. #Shift the window by 1 new prediction each time, re-run predictions on new window
9. curr\_frame = data[0]
10. predicted = []
11. **for** i **in** range(len(data)):
12. predicted.append(self.model.predict(curr\_frame[newaxis,:,:])[0,0])
13. curr\_frame = curr\_frame[1:]
14. curr\_frame = np.insert(curr\_frame, [window\_size-2], predicted[-1], axis=0)
15. **return** predicted
17. predictions\_pointbypoint = model.predict\_point\_by\_point(x\_test)
18. plot\_results(predictions\_pointbypoint, y\_test)
20. predictions\_fullseq = model.predict\_sequence\_full(x\_test, configs['data']['sequence\_length'])
21. plot\_results(predictions\_fullseq, y\_test)

***Sinewave point-by-point prediction***

***Sinewave full sequence prediction***

通过正确的数据,我可以看到,只有1个epoch和一组相当小的数据,LSTM深神经网络已经做了一个很好的预测正弦函数的工作。

你可以看到,随着我预测的越来越多,随着未来的预测被用于未来的预测,错误的误差增加了。因此,我看到,在整个序列的例子中,我预测的未来,我预测预测的频率和振幅与真实数据相比。sin函数可以在不太合适的情况下预测它,这很重要,因为我可以通过增加epochs来适应模型,并把dropout层移出来,使其在这个训练数据上几乎完全准确,这与测试数据是相同的,但对于其他真实的例子来说,在训练数据上过于适应模型会导致测试精度的下降,因为模型不会一般化。

由此可以证明LSTM适合被用来预测股票走势，并从中提取潜在的周期信息。

与sinewave不同,股票市场时间序列并不是任何可以映射的特定静态函数。描述股票市场时间序列的最佳属性是随机漫步。作为一个随机过程,一个真正的随机行走没有可预测的模式,因此试图建模它将是毫无意义的。幸运的是,有很多人认为股票市场不是纯粹的随机过程,这使得我可以从理论上讲,时间系列很可能有某种隐藏的模式。正是这些隐藏的模式,LSTM深层网络是预测的主要候选模型。

这个示例将使用的数据是之前经过清洗和正交化的数据，已经保存为CSV格式。数据文件夹中的csv文件。该文件包含了从2000年1月到2018年9月的标准普尔500股票指数的开放、高、低、收盘价以及标准普尔500指数的每日成交量。

在第一个实例中,我只创建一个单一的维度模型。调整配置。json文件来反映新数据,我将保留大多数参数。然而,需要的一个变化是,不像sinewave,它只在1到+ 1之间的数值范围是一个不断移动的股票市场的绝对价格。这意味着,如果我试着在没有正常化的情况下对模型进行训练,它就永远不会收敛。

为了解决这个问题,我将采用每个大小的窗口进行培训/测试数据,并将每个人的标准定义为从窗口开始的百分比变化(所以点i = 0的数据将永远是0),我将使用以下方程在预测过程结束时进行规范化,然后在预测过程的结束时进行标准化,以获得一个真实的世界数字:

其中：

n=价格变化的正交化列表（窗口）

P=调整后的每日成交价列表（窗口）

标准化：![svg](data:image/png;base64,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)

去标准化：![svg (1)](data:image/png;base64,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)

我将normalise\_window()函数添加到DataLoader类中来做这个转换,而且一个布尔值的布尔值标志包含在配置文件中,该文件表示这些窗口的规范化。

1. **def** normalise\_windows(self, window\_data, single\_window=False):
2. '''''Normalise window with a base value of zero'''
3. normalised\_data = []
4. window\_data = [window\_data] **if** single\_window **else** window\_data
5. **for** window **in** window\_data:
6. normalised\_window = []
7. **for** col\_i **in** range(window.shape[1]):
8. normalised\_col = [((float(p) / float(window[0, col\_i])) - 1) **for** p **in** window[:, col\_i]]
9. normalised\_window.append(normalised\_col)
10. # reshape and transpose array back into original multidimensional format
11. normalised\_window = np.array(normalised\_window).T
12. normalised\_data.append(normalised\_window)
13. **return** np.array(normalised\_data)

随着windows的规范化,我现在可以以同样的方式运行模型,以对抗sinewave数据。然而,我在运行此数据时做出了一个重要的改变;而不是使用我的框架的模型. train()方法,我将使用我创建的模型. train\_generator()方法。我这样做是因为我发现,当试图训练大型数据集时,它很容易耗尽内存,因为模型. train()函数将完整的数据集载入内存,然后将正常化应用到内存中的每个窗口中,很容易引起内存溢出。因此,我使用了Keras的fit\_generator()函数,允许使用python生成器来绘制数据来动态地对数据集进行动态培训,这意味着内存利用率将大幅减少。下面的代码详细介绍了运行三种类型的预测(逐点、完整序列和多个序列)的新运行线程。

1. configs = json.load(open('config.json', 'r'))
3. data = DataLoader(
4. os.path.join('data', configs['data']['filename']),
5. configs['data']['train\_test\_split'],
6. configs['data']['columns']
7. )
9. model = Model()
10. model.build\_model(configs)
11. x, y = data.get\_train\_data(
12. seq\_len = configs['data']['sequence\_length'],
13. normalise = configs['data']['normalise']
14. )
16. # out-of memory generative training
17. steps\_per\_epoch = math.ceil((data.len\_train - configs['data']['sequence\_length']) / configs['training']['batch\_size'])
18. model.train\_generator(
19. data\_gen = data.generate\_train\_batch(
20. seq\_len = configs['data']['sequence\_length'],
21. batch\_size = configs['training']['batch\_size'],
22. normalise = configs['data']['normalise']
23. ),
24. epochs = configs['training']['epochs'],
25. batch\_size = configs['training']['batch\_size'],
26. steps\_per\_epoch = steps\_per\_epoch
27. )
29. x\_test, y\_test = data.get\_test\_data(
30. seq\_len = configs['data']['sequence\_length'],
31. normalise = configs['data']['normalise']
32. )
34. predictions\_multiseq = model.predict\_sequences\_multiple(x\_test, configs['data']['sequence\_length'], configs['data']['sequence\_length'])
35. predictions\_fullseq = model.predict\_sequence\_full(x\_test, configs['data']['sequence\_length'])
36. predictions\_pointbypoint = model.predict\_point\_by\_point(x\_test)
38. plot\_results\_multiple(predictions\_multiseq, y\_test, configs['data']['sequence\_length'])
39. plot\_results(predictions\_fullseq, y\_test)
40. plot\_results(predictions\_pointbypoint, y\_test)

以下为网络结构：（Netrons）

1. {
2. "data": {
3. "filename": "sp500.csv",
4. "columns": [
5. "Close"
6. ],
7. "sequence\_length": 50,
8. "train\_test\_split": 0.85,
9. "normalise": true
10. },
11. "training": {
12. "epochs": 1,
13. "batch\_size": 32
14. },
15. "model": {
16. "loss": "mse",
17. "optimizer": "adam",
18. "layers": [
19. {
20. "type": "lstm",
21. "neurons": 100,
22. "input\_timesteps": 49,
23. "input\_dim": 1,
24. "return\_seq": true
25. },
26. {
27. "type": "dropout",
28. "rate": 0.2
29. },
30. {
31. "type": "lstm",
32. "neurons": 100,
33. "return\_seq": true
34. },
35. {
36. "type": "lstm",
37. "neurons": 100,
38. "return\_seq": false
39. },
40. {
41. "type": "dropout",
42. "rate": 0.2
43. },
44. {
45. "type": "dense",
46. "neurons": 1,
47. "activation": "linear"
48. }
49. ]
50. }
51. }

在上面提到的单个逐点预测上运行数据,可以很好地匹配返回的结果。但这有点欺骗性。在更仔细的检查中,预测线是由奇异的预测点组成的,这些预测点已经有了他们身后的全部历史窗口。因为这样,网络不需要知道很多关于时间序列本身的了解,而不是每下一点,很可能不会离最后一点太远。因此,即使它得到了错误的预测,下一个预测也会影响到真实的历史,忽视错误的预测,但再次允许做出错误。

虽然这可能最初听起来不太可能对下一个价格点的准确预测,但它确实有一些重要的用途。虽然它不知道下一步的价格是什么,但它确实给出了一个非常准确的范围,即下一个价格应该在哪里。

这种信息可以在诸如波动性预测等应用程序中使用(能够预测市场上的高或低波动性的时期,对特定的交易策略是非常有利的),或者偏离交易,这也可能被用作异常检测的一个很好的指标。通过预测下一点,可以实现异常检测,然后将其与真实数据进行比较,如果真实的数据值与预测点有明显不同,则可以提高数据点的异常标志。

***S&P500 full sequence prediction***

多序列预测。这是整个序列预测的混合,它仍然以测试数据初始化测试窗口,预测下一个点,并在下一个点创建一个新窗口。然而,一旦它到达了一个点,输入窗口完全由过去的预测完成,它就会停止,切换到一个完整的窗口长度,以真实的测试数据重新设置窗口,并再次启动这个过程。在本质上,这给了多个趋势线,比如对测试数据的预测,以分析模型能如何选择未来的动量趋势。

***S&P500 multi-sequence prediction***

我可以从多序列预测中看到,网络似乎正确地预测了大多数时间序列的趋势(和趋势的振幅)。虽然不完美,但它确实表明了LSTM深神经网络在顺序和时间序列问题上的有用性。更大的准确性最好是用谨慎的超参数调优来实现。