1.1 研究背景

目标跟踪任务以视频为输入，要模型识别出每帧的目标物体，并且关联前后帧中的同一物体，并赋予唯一的TrackID，且此ID在整个序列中保持不变。所有出现的目标都要能够及时找到，并且目标位置要尽可能与真实位置一致。

近年来，仅使用RGB图像进行目标跟踪的技术已取得许多研究突破。然而，基于RGB图像单模态的目标跟踪技术存在较大挑战。在光照变化、阴影、遮挡等复杂场景下，在夜晚、雨雪天气等应用环境中，RGB图像的信息可能会受到严重干扰，导致目标跟踪性能下降。

RGB-T（RGB-Thermal，可见光与热红外）目标跟踪，旨在结合RGB图像和热红外图像的信息来实现对目标物体的持续、准确跟踪。RGB图像提供丰富的颜色、纹理等视觉信息，适合在光照良好的环境下进行目标识别与跟踪。相比之下，热红外图像能够捕捉到物体的热辐射信息，对光照条件不敏感，因此在夜间或光照不足的环境中表现出色。

RGB-T目标跟踪技术通过融合RGB和热红外两种模态的信息，能够互补彼此的不足，提高在复杂场景下的跟踪稳定性和准确性。这种技术广泛应用于视频监控、自动驾驶、无人机追踪等领域，对于提升这些系统的智能化水平和实用性具有重要意义。

1.2 研究现状

1.2.1 基于非深度学习的传统RGB-T目标跟踪技术

基于非深度学习的传统RGB-T目标跟踪技术包括基于手工特征的传统方法、基于稀疏表示的方法、基于滤波器的方法等[1]。

Han Xu等[2]的DRF模型，根据信息源对源图像进行分解，引入了图像融合的解纠缠表示方法，缓解唯一信息提取不恰当的问题。该模型通过其手工特征方法，融合这些不同类型的表示，然后再将融合的表示输入预训练的生成器，生成融合结果。虽然该模型在后续使用了基于深度学习的结果生成器；但在输入生成器之前，模型先使用手工特征的手段融合RGB和红外图像模态。这种基于手工特征的方法，存在特征表示能力不够的问题，跟踪性能也有一定的局限性。

Lin Li等[3]研究了基于稀疏表示的融合可见光图像和红外图像的鲁棒目标跟踪。基于稀疏表示的跟踪器能有效面对噪声和误差。然而，该方法由于使用像素强度作为特征表示，在面对复杂场景时，鲁棒性却表现得较差。

Chengwei Luo等[4]提出了一种基于滤波器的鲁棒目标跟踪方法，包括了基于相关滤波器的跟踪（CFT）模块和基于直方图的跟踪（HIST）模块。相关滤波方法通过在滤波模板和搜索区域之间进行相关操作来生成响应图，然后使用峰值对目标的位置进行确定。基于相关滤波器的跟踪器在精度和速度之间实现了良好的平衡，但在复杂环境中的特征表示能力有限。

1.2.2 基于深度学习的RGB-T目标跟踪技术

基于深度学习的跟踪器通过训练，可以获得更鲁棒的特征表示，从而显著提高跟踪器的性能。然而，深度学习在执行RGB-T目标跟踪任务时，一般需要设计较大的网络结构，并需要大量的数据进行训练。

Lichao Zhang等[5]基于DiMP跟踪框架中设计了不同的融合策略，使用了大规模的训练数据集，包括9,335个视频，共1,403,359帧。该模型进一步分析多模态融合的有效性，考虑了几种融合机制，包括不同水平上的像素级、特征级和响应级融合。然而，这种大规模的模型在训练和运行的效率不高，且跟踪性能有提升的空间。

Transformer[6]以注意力机制为核心，针对序列型的输入数据，最开始用于NLP领域，近些年也应用在视觉跟踪领域，并取得较大突破。Xin Chen等[7]在孪生框架中设计了一个基于自我注意的自我增强模块和一个基于交叉注意的特征融合模块，以关注全局信息。一方面，基于siamese的框架将对象跟踪视为搜索区域和模板区域之间的相似性度量问题，让处理速度达到了实时性的需求；另一方面，Transformer可以通过其自注意机制捕获序列中的长距离依赖关系，其接受范围比传统的CNN更大。

此外，在RGB-T目标跟踪中，需要面对如热交叉、照明变化、比例变化、遮挡和快速运动等挑战。Yun Xiao等[8]研发了APFNet。研发者针对上述5个挑战属性，设计了5个分支，并设计了融合结构将分支融合。其实验表明，模型充分利用多模型挑战属性之间的信息，有效地实现了RGB-T目标跟踪。
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