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**1. Research Question**

The impact of a minimum wage increase on employment outcomes has been studied over the last several decades across a wide range of countries and time periods. The minimum wage has become an accepted way to tackle the extremes of low pay in many countries, but there is considerable variability in the way minimum wages are set around the world. In some cases, a higher minimum wage may incentivize employees to work fewer hours, especially if they could meet their financial needs with a higher wage. Also, a lower minimum wage may force workers to work longer hours than average hours or take on multiple jobs to make ends meet. Consequently, the national minimum wage of a country can has a significant impact on the working hours. It follows that working hours can also a huge impact of quality of the life.

In this research regarding statutory minimum wage affection of the working hours and who is mostly work as minimum wage? Nor which factor is the most significant impact on working hours? what solutions could be proposed on a data analytics perspective to assist people who work minimum wage?

**2. Relevance**

As the economy recovered, a Low Pay Commission was established in Ireland in 2015. Their role is to make yearly recommendations to the Irish government on a minimum wage that is ‘fair and sustainable’ and will ‘assist as many low-paid workers as possible without harming overall employment and competitiveness’. Following recommendations from the Low Pay Commission, the minimum wage was increased in January 2016 from €8.65 to €9.15 per hour. Based on recommendations from the Low Pay Commission, further increases to the minimum wage were implemented in 2017 to €9.25 per hour, 2018 to €9.55 per hour, 2019 to €9.80 per hour, 2020 to €10.10 per hour and 2021 €10.20 per hour. Finally, the national minimum hourly rate became €11.30 on 1 January 2023. The category of employee: Aged twenty and above €11.30, Aged nineteen €11.30, Aged eighteen €11.30, Aged under eighteen €11.30 (Paul Redmond and Seamus M, 2022).

Numerous methods are used to set minimum wages around the world. At one end of the spectrum, the government is in complete control of minimum wages. However, in the real life, the Irish government introduced a new minimum wage which is how affect the lives of people. In this research, the datasets are used from a specifically designed survey of companies’ employee pay and working hours for the machine learning analyses.

Based on previous research on minimum wage policies and labor market dynamics, I hypothesize that an increase in the minimum wage is leading to an increase in average working hours among minimum wage workers. Also, most of the minimum wage workers are non-Irish people which are students holding a valid immigration stamp 2 permission is limited to working 20 hours per week. Based on this research results compare with weekly average payments to live in Ireland. Furthermore, it will review whether the limit of weekly working hours is compatible with the life without any additional financial goals or obligations.

**3. Contribution**

The novelty of this work is the using machine learning techniques to evaluate how the minimum wage rate affect working hours in Ireland. The main contributions of this work are firstly the data collection, choice of the best Machine Learning models and secondly the comparison of the Linear regression, Decision tree, Random Forest and Neural network for evaluation of the effects of minimum wage rates on working hours. By investigating my hypothesis, I aim to contribute to the existing literature on minimum wage effect and provide insights for policymakers in Ireland.

**4. Objectives**

4.1. The objective of this project is to great a highly accurate and generalized machine learning model that must effectively evaluate the impact of minimum wage laws on the working hours of employees in Ireland. Due to time on this project, supervised and unsupervised four different machine learning models should be trained.

4.2. To explore and to compare the different Machine Learning models applied to the context of the project. Provide the highest accuracy machine learning model and predictions to minimum wage setting mechanisms of the government expert body. Enhance the justification for how statutory minimum wage affect working hours and provide valuable insights for policy makers, researchers, and stakeholders involved in labor market policies and practices.

4.3. Collect comprehensive data from the administrative data sources to train machine learning models for enhance training and testing results. The data must reflect the needs of the project, which capture a range of employee characteristics including age, gender, education, nation, marital status and sector of work. Importantly, it also captures the usual hours worked of the employee.

4.3. Identify features that have the most effect on the usual hours worked of the employee by Tree-based models, Permutation Importance, Recursive Feature Elimination (RFE) and compare the results of methods.

**5. Literature review**

**5.1. Statutory minimum wage**

Low Pay Commission (2019) produced the research pieces, from 2015-2018. Which are A review of International Literature on Minimum Wages, A study of Sub-Minimum Wage rates for Young People, Minimum Wage Employment, the Effect of an Increase in the Minimum Wage on Hours Worked and Employment, An Examination of the Labour Market Transitions of Minimum Wage Workers, The Impact of a change in the National Minimum Wage on the distribution of hourly wages in Ireland.

A study of minimum wage employment in Ireland: the role of worker, household and job characteristics has been researched by Bertrand, Seamus, and Paul (2017). They used Irish data from 2013 and 2014 that includes a rich set of personal, family and job-related characteristics. They find that just under 5 per cent of workers were in receipt of the NMW in 2014, a figure below the comparable UK rate of 7.7 per cent. The proportion of female employees earning the NMW was 6.9 per cent, which compares to an incidence of 2.7 per cent among male employees. Because female.

NMW were more concentrated in certain sectors and occupations, and had a higher propensity to have lower occupational tenure, to be employed in small firms and to work part-time.

In addition, at 9 per cent, the incidence of minimum wage pay among non-Irish nationals was over twice that of Irish employees. With regard to age, young people aged 18–29 years had the highest exposure to NMW employment, at 13.9 per cent. Workers with lower levels of schooling were more likely to fall into the minimum wage category relative to graduates. The youth disadvantage became statistically insignificant within the multivariate framework when factors related to job type were included (such as part-time work, temporary contract, working in a small firm). As was the case for gender, these results suggest that much of the non-Irish national and low educational disadvantages are explained by a combination of job type variables and a higher relative concentration in low-paid occupations.

Finally from a policy perspective, Bertrand, Seamus, and Paul (2017) the research raises a number of important questions. While females’ risk of earning the NMW is low, it is clear that, for many females on the NMW, their low income relates to their part-time status and higher concentration in sectors such as ‘wholesale and retail’, ‘accommodation and food’ and ‘other’. Further research is required to understand the extent to which females who choose to work part-time can do so within their chosen occupations or are forced to switch to lower-paying sectors and occupations that are typically associated with part-time employment. Given that sectoral effects also appear to play a role in explaining the higher relative risk experienced by females, non-Irish nationals and young people, further investigation is required into the reasons underlying low pay in sectors where NMW employees are heavily concentrated.

Also, The effects of minimum wages on youth employment and income has been examined by Charlene (2016). The research shows that the bulk of the empirical evidence supports the prediction of the standard economic model that minimum wages reduce employment and create unemployment among youths. It also shows that reducing or eliminating the minimum wage for young unskilled workers reduces these negative effects. Thus, minimum wages may not be the best way to improve the labor market situation of unskilled youth. While some working youth will benefit from increased current earnings, others will suffer from reduced opportunities and lower lifetime earnings. Delays in labor market entry and work experience will reduce lifetime incomes for youths who are unable to find employment because of the minimum wage.

There is a substantial body of empirical evidence on the effects of a minimum wage on youth employment. Most of the studies have found negative effects on youth employment. A 2014 study of youth employment in the US showed a decline of 1.5% for teenagers Neumark, Salas, Wascher (2014). Also, David, N. and William. W. (1992) research mentioned a 1992 study of youth employment in the US found that a 10% increase in the minimum wage led to a 1–2% decline in the employment of teenagers and a 1.5–2% decline in the employment of young adults.

Paul, Seamus (2022) examined the effect of a minimum wage increase on weekly hours worked of minimum wage workers in Ireland. They used a dataset called the Earning Analysis using Administrative Data Sources (EAADS), which links earnings from administrative sources to Labour Force Survey data. The data are administered by the Central Statistics Office (CSO) in Ireland. The administrative earnings data are then linked to data from the Irish Labour Force Survey (LFS), which capture a range of employee characteristics including age, gender, education, marital status and sector of work. Importantly, for our analysis, it also captures the usual hours worked of the employee. They used seven years of repeated cross-sectional data, from 2012 to 2018.

MaCurdy (2015) research investigated the antipoverty efficacy of minimum wage policies. The summary of findings are advocates of higher minimum wages often cite helping poor families as the primary motive for raising its value. They argue that families primarily supported by low-wage earnings will receive a substantial portion of the benefits and, moreover, that increasing minimum wages imposes very little public or social cost. Supporters contend that employment impacts experienced by low-wage workers are small, if any at all, and the pass-through of labor costs to prices induces negligible changes.

**5.2. Working hours**

The study allows for the assessment of the cumulative impact of three minimum wage increases that might be missed in frameworks that examine the policy effect for one particular year. In addition to examining the effects on minimum wage workers generally, we examine heterogeneous effects for minimum wage workers in different sectors, regions, with different contract types, and of different nationality. In assessing impacts across all minimum workers, while no immediate impact was observed following the 2016 rate rise, there was a cumulative impact, resulting in a decline of 0.9 hours per week among minimum wage employees following the three rate rises from 2016 to 2018. With respect to the other heterogeneous impacts, they found evidence of declines in weekly hours worked over the 2016 to 2018 period among employees in both the industry and accommodation and food sectors. Minimum wage workers in 2018 in the industry sector were working three hours less per week, while those in the accommodation and food sector were working 2.5 hours less per week. They also found that by 2018, non-Irish minimum wage workers were working three hours less per week than their higher paid, non-Irish counterparts.

As a result, Paul, Seamus (2022) report shows the fact many non-Irish minimum wage workers are located in the sectors that were most affected by the rate rises, namely industry and accommodation and food.

Mark, Joanna (2006) research shows impact of the introduction of the UK minimum wage on the working hours of low-wage employees using difference-in-differences estimators. The estimates using the employer-based New Earnings Surveys indicate that the introduction of the minimum wage reduced the basic hours of low-wage workers by between 1 and 2 hours per week. The effects on total paid hours are similar (indicating negligible effects on paid overtime) and lagged effects dominate the smaller and less significant initial effects within this.

In the standard textbook analysis of the impact of a minimum wage, it is seen as raising the wage above its market clearing level, leading to a reduction in the demand for labour. This is usually interpreted as a reduction in employment. However, the adjustment, as well as possibly taking place at the extensive margin, i.e. a reduction in the number of workers, can also take place at the intensive margin, i.e. a reduction in 4 the number of (paid) hours per worker. In the long run a firm’s choice of workers-hours mix depends on the extent of fixed costs of employment, the technology and productivity-hours schedule, the labour supply schedule faced, the presence and effectiveness of a union, etc. However in the short run, as Hamermesh (1993) observes, “employers are quicker to alter hours in response to shocks than they are to change levels of employment”.

In the summary, Mark and Joanna (2006) presented broadly indicate a negative effect on hours, although the evidence is not unanimous and there is some variation in terms of both the magnitude and the significance of the estimated effects. The majority of the effect on total paid hours is found to be through the effect on basic hours. Typically, the effects on these two are very similar and the effect on paid overtime hours is minimal and insignificant. Lagged effects are found to dominate the initial effects. On the basis of the NES, the lagged effect on basic hours is estimated to be a reduction of between 1 and 2 hours per week. The lagged effect on total paid hours is very similar. The initial effect on basic hours is smaller (and in most cases insignificant). The LFS results are typically weaker than the corresponding NES ones in terms of significance. The estimates are generally found to be negative for both basic and total hours, and for both men and women. The NES total effect estimates indicate a reduction of between 1 and 2 hours per week in basic hours for both men and women, and similar for total paid hours. T

Couch and Wittenburg (2001) examined the effect of minimum wage increases on the hours of work of teenagers (ages 16 to 19) using monthly data from the Current Population Survey. The primary reason for examining hours is that changes in aggregate employment might obscure an increase or decrease in labor demand as measured by hours of work. Consequently, the elasticities of labor demand estimated from employment data might provide a biased depiction of the overall responsiveness of labor utilization to changes in the minimum wage. They find that raising the minimum wage reduces hours worked by teens. Our results also indicate that estimates of the elasticity of teen labor demand with respect to the minimum wage based on employment data consistently understate the effect of minimum wage increases on labor utilization by 10 to 30 percent relative to those based on hours of work. The understatement of the impact of minimum wages on labor demand which occurs when aggregate employment rather than hours is examined is the result of employers choosing to decrease hours of teen workers who retain their jobs

Duncan, Andrew and Seamus (2017) examined the employment and hours impacts of the 1999 introduction of the UK National Minimum Wage (NMW) and the 2016 introduction of the UK National Living Wage (NLW) in Northern Ireland (NI) using Labour Force Survey data. This report provides neither the introduction of the NMW nor NLW impacted on average hours worked in Northern Ireland. On other hand, they conclude no additional reasons to expect that a further modest increase in the NLW would reduce average hours in Northern Ireland. Also, because the evidence of overall employment impacts of the NMW and NLW in NI is more mixed – no impact of the introduction of the NLW but a possible negative impact of the introduction of the NMW – this report provides no unambiguous message on whether a further modest increase in the NLW would reduce employment in NI.

Richard, Rebecca and David (2009) report investigates the impact of the 2001 to 2006 NMW upratings, a period where the NMW has risen substantially in excess of average earnings. Analysis of individual Labour Force Survey (LFS) and Annual Survey of Hours and Earnings (ASHE) data are presented along with local area analysis. The report shows hours worked most of the LFS models yield results that are not statistically significant, but in some cases they find the NMW is associated with a reduction in hours worked. There is some evidence to suggest that the larger upratings in 2001 and 2003 reduced basic hours worked amongst adult males. Overall, there is no evidence of a consistent impact on either basic hours or total hours. Similarly, the local area analysis finds no evidence of NMW impacts on hours worked.

Redmond, P., B. Maître, B. Seamus, M. and Konstantina, M. (2021) research found that the incidence of minimum wage employment varies considerably across EU countries. In Ireland, 9.6 per cent of employees are on the minimum wage. Countries with a relatively high incidence of minimum wage employment are Portugal (15.6 per cent), Germany (15.1 per cent), Poland (14.8 per cent), Hungary (14.2 per cent), Germany (14.0 per cent), Spain (14.0 per cent), UK (13.6%), Luxembourg (13.0 per cent) and Estonia (10.7 per cent). The incidence is low in Belgium (1.7 per cent), Netherlands (2.6 per cent) and Greece (4.5 per cent). The minimum wage rate in Ireland, in nominal terms, is the second highest of the 22 countries, after Luxembourg. However, in purchasing-power standard terms, the Irish minimum wage is just the seventh highest, behind Luxembourg, Germany, the Netherlands, Belgium, the UK and France. Also they found that Ireland and the Netherlands are the only two countries where there is no statistically significant difference in the incidence of minimum wage employment associated with gender. In all countries except Latvia, age is a strong predictor of minimum wage status. For example, in Ireland, employees aged above 29 years are five to eight percentage points less likely to be on the minimum wage relative to those under 29 years. In most countries, non-nationals are more likely to be on the 60 | Comparative Assessment of Minimum Wage Employment in Europe minimum wage than nationals; in Ireland, non-nationals are three percentage points more likely to be minimum wage employees than Irish nationals. Education level is also a significant factor in all countries. Tertiary-educated workers are less likely to be on the minimum wage compared to lower-educated workers. In all countries, working in accommodation and food or wholesale and retail increases the likelihood of earning the minimum wage.

The impact of the 2016 minimum wage increase on average labour costs, hours worked and employment in Irish firms has been researched by Paul, R. and Seamus, M. (2021). The Earnings Hours and Employment Costs Survey (EHECS) data accurately measure the proportion of employees in receipt of the national minimum wage across firms in Ireland. They use these data to: (a) carry out a detailed profile of minimum wage employment in Ireland, by examining the level and intensity of minimum wage employment across various sectors of the economy; (b) examine whether there was a greater increase in average labour costs in firms employing minimum wage employees following the 2016 rate rise, compared to firms with no minimum wage employees; (c) examine whether any changes occurred to hours worked, or the number of employees, in high intensity minimum wage firms following the 2016 minimum wage increase. They find that almost three-quarters of firms employ no minimum wage workers. Approximately 12 per cent of firms have less than 10 per cent of their workforce on the minimum wage. Just over three per cent of firms pay more than 50 per cent of their employees the minimum wage rate. Also, following the 2016 minimum wage increase, average weekly labour costs increased by 5.4 per cent more in firms with 100 per cent of employees on the minimum wage relative to firms with no minimum wage workers. However, the evidence suggests that these higher labour costs were confined to very high intensity firms, with more than 50 per cent of employees on the minimum wage. These firms account for just 3 per cent of all firms. For firms with between 10 and 50 per cent of employees on the minimum wage, we detect no statistically significant impact on average labour costs.

As a result, Paul, Seamus and Bertrand (2018) report shows an examination of the labour market transitions of minimum wage workers in Ireland. This study uses a new measure of minimum wage employment in Ireland, taken from the Quarterly National Household Survey (QNHS), to assess the degree to which individuals in receipt of the national minimum wage (NMW) transition in and out of NMW employment over a period of three quarters in 2016 and 2017. They do so using longitudinal data on 1,514 employees who were in receipt of the NMW in at least one of three consecutive quarters.

Consistent with much of the international evidence, they find that minimum wage employment often acts as a stepping stone to higher paid work. Of the 1,514 employees, 18 per cent remained on the minimum wage for all three quarters compared to approximately 30 per cent who transitioned from minimum wage to higher paid employment. The results also show that exits from NMW status to higher waged employment are achieved primarily through within-employer wage progression rather than between employer job change. Over 90 per cent of employees who transition to higher paid employment do not change occupation or employer. Approximately 13 per cent of the sample transitioned from higher pay to minimum wage employment, while 11 per cent transitioned to minimum wage employment from unemployment or inactivity.

Their multivariate analysis shows that Irish nationals, older workers, those with higher levels of education, full-time employees and those on permanent contracts are more likely to exit minimum wage employment to higher paid employment compared to non-nationals, younger persons, those with lower educational attainment, part-time workers and those on temporary contracts.

In UK, Mark, Andrea and Mark, T. (2012) research focus on three outcomes: employment retention, changes in working hours among employees, and the job finding probability of the unemployed. And the analysis uses difference-in-difference (DID) methods similar to previous studies of the impacts of the NMW, applied to data from the Labour Force Survey (LFS) . The research find some evidence that the NWM uprating had an impact on youth group. However, find no systematic effect on adults. But, the data size was not enough for this research, so their findings are only provisional.

**5.3. Machine learning analytic techniques**

Machine learning is a field which focuses on building algorithms that make = predictions based on dataset. A machine learning task is designed to identify (learn) a function f: X/Y which maps 13 the input domain X (of data) to the output domain Y (of possible predictions) (Bekkerman and Bilenko 2011) Functions f are selected from different function groups, depending on the type of learning algorithm used. Mitchell (1997) describes "learning" as follows: "With regard to some class of tasks T and performance measure P, a computer program is said to learn from experience E if its performance at tasks in T, as calculated by P, increases with experience E" (Mitchell 1997). Quantitatively, the output metric P informs us how well a certain machine learning algorithm is doing. The precision of the system is typically chosen as the performance measure for a classification process, where accuracy is specified as the proportion for which the output is correctly generated by the system. Knowledge E that undergoes machine learning algorithms is data sets. Such datasets contain a collection of examples used to train and evaluate such algorithms.

Machine learning is the intersection between theoretically sound computer science and practically noisy data. Essentially, it’s about machines making sense out of data in much the same way that humans do Matthew (2017). Also, Andreas and Sarah (2017) define the most successful kinds of machine learning algorithms are those that automate decision-making processes by generalizing from known examples. In this setting, which is known as supervised learning, the user provide the algorithm with pairs of inputs and desired outputs, and the algorithm find a way to produce the desired output it given an input.

Sebastian and Vahid (2019) describes the three types of machine learning: supervised learning, unsupervised learning and reinforcement learning. The main goal in supervised learning is to learn a model from labelled training data that allows us to make predictions about unseen or future data. Here, the term “supervised” refers to a set of training examples (data inputs) where the desired output signals (labels) are ready to know. Khongdet, Alok, Mukesh and Tanya (2022) the most common supervised learning algorithm is the linear regression model. This algorithm use a linear relationship between the input data and the desired output variable.

**Linear regression**

Linear regression is an input variable against one or more than input variables in order to find the best fit line described Khongdet, Alok, Mukesh and Tanya (2022). Giuseppe (2017) have considered Linear Regression or ordinary least squares (OLS) is statistical model used to predict the relationship between independent and dependent variables. Linear models (LMs) are a class of models that are widely used in practice and LMs make a prediction using a linear function of the input features. Linear models are the simplest parametric methods and always deserve the right attention, because many problems, even intrinsically non-linear ones, can be easily solved with these models. A regression is a prediction where the target is continuous and its applications are several, so it's important to understand how a linear model can fit the data, what its strengths and weaknesses are, and when it's preferable to pick an alternative.

**Decision trees**

Decision treesare widelyused models for classification and regression tasks. Essentially, they learn a hierarchy of if/else question, leading to a decision Pang-Ning, Michael and Vipin (2006).Also,John, Brian and Aoife (2015) define the Decision tree models can be used for datasets that contain both categorical and continuous descriptive features. When a decision tree is used for classification tasks, it is most commonly referred to as a classification, when it is used for regression tasks, it is called a regression tree Lior and Oded (2010).

In addition, Lior and Oded (2010) have considered classification trees are frequently used in applied fields such as finance, marketing, engineering and medicine. The classification tree is useful as an exploratory technique. However, it does not attempt to replace existing traditional statistical methods and there are many other techniques that can be used to classify or predict the affiliation of instances with a predefined set of classes, such as artificial neural networks or support vector machines.

**Random forests**

Random forests (RF) is a type of machine learning algorithm that uses a combination of decision trees and bootstrap sampling to make predictions. A machine learning technique that uses a combination of Decision Trees and Random Forests to improve the performance of a model Khongdet, Alok, Mukesh and Tanya (2022). The combination of bagging, subspace sampling and decision tree is known as a random forest model John, Brian and Aoife (2015).

Leo (2002) defines that, Random forests are an effective tool in prediction. Because of the Law of Large Numbers they do not overfit. Injecting the right kind of randomness makes them accurate classifiers and regressors. Furthermore, the framework in terms of strength of the individual predictors and their correlations gives insight into the ability of the random forest to predict. Using out-of-bag estimation makes concrete the otherwise theoretical values of strength and correlation. For a while, the conventional thinking was that forests could not compete with arcing type algorithms in terms of accuracy.

His results dispel this belief, but lead to interesting questions. Boosting and arcing algorithms have the ability to reduce bias as well as variance (Schapire et al., 1998). The adaptive bagging algorithm in regression (Breiman, 1999) was designed to reduce bias and operates effectively in classification as well as in regression. But, like arcing, it also changes the training set as it progresses. Random inputs and random features produce good results in classification—less so in regression. The only types of randomness used in this study is bagging and random features. It may well be that other types of injected randomness give better results. For instance, one of the referees has suggested use of random Boolean combinations of features.

**Neural Networks**

Khongdet, Alok, Mukesh and Tanya (2022) mentioned the unsupervised learning is used to learn from data without any labels and the goal is to build a model that can automatically improve over time by making predictions or associations about new data. The most common unsupervised algorithm is the neural network. This algorithm uses a network of interconnected neurons to learn patterns in data. **Neural networks** are often used to learn how to classify data, or to predict the outcome of future event.

Doruk, Arindrajit, Attila and David (2021) have considered to assess the effect of the minimum wage on the labor market by applying modern machine learning tools to predict who is affected by the policy. They apply three main tree-based learning tools in the training data: decision trees, random forests and gradient boosting tree and they also explore the elastic net regularization of the logistic regression. A key advantage of the ML tools over the Card and Krueger (1995) approach is that they do not require the researcher to pre-specify the functional form of the prediction model, which is instead determined in a data-driven way. Then we compare the performance of various prediction models in the test data.

The best performing prediction comes from the gradient boosting tree model. At the same time, it is worth pointing out that the original linear prediction model proposed by Card and Krueger (1995) (with a judiciously chosen set of interactions) also performs relatively well, although a little worse than the state-of-the-art machine learning tools. When compared to a commonly used demographic groups in the literature (such as teens, or high school or less under the age of 30), the boosting approach can form groups with a similar number of (correctly classified) minimum wage workers while substantially reducing the number of (mis-classified) non-minimum wage workers. The gains in precision (i.e. the correctly classified share) for a given level of recall (i.e. share of minimum wage workers included in the group) is sizable when we limit attention to non-teen workers—a group that is of particular interest to policymakers.

Also, they implement an event study using 172 prominent minimum wage increases between 1979 and 2019. As a result, they find a clear increase in wages of affected workers and no change in employment. Furthermore, minimum wage increases have no effect on the unemployment rate, labor force participation, or labor market transitions. Overall, these findings provide little evidence of changing search effort in response to a minimum wage increase.

To capture the impact of the policy on a broad group of affected workers, they utilize modern ML techniques to estimate the likelihood that someone is a minimum wage worker. While the best performing prediction model does better than the linear prediction model of Card and Krueger (1995), the gap is not large. One implication of these findings is that minimum wage researchers who are not interested in investing in a Machine learning approach may do fairly well by simply applying the Card and Krueger linear probability prediction model.

Eventually, from the research some following researches and results found impact on the working hours of the national statutory minimum wage by gender, age, education and nationality. Doruk, Arindrajit, Attila and David (2021) have considered to assess the effect of the minimum wage on the U.S labor market by applying modern machine learning tools to predict who is affected by minimum wage increase. But they build a prediction model to explain the relationship between being a minimum wage worker and the demographic and educational variables.

It follows that the novelty of this topic area is capable to be an application of the machine learning functions and different specific variables. Investigating the core studies related to the minimum wage and working hours, this study proposes to evaluate how Ireland’s statuary minimum wage affects working hours using machine learning analytic techniques which is unpresented. By applying supervised and unsupervised learning, which are Linear regression, Decision tree, Random Forest and Neural network.

**6. Validity**

Machine Learning models used to evaluate the relationship between the Ireland statutory minimum wage and working hours by the use of a large dataset of employee working hours and wages, collected from reputable source. The data were chosen based on their suitability for the research question and trained and tested using accurate methodologies. The validity of the final result was given by the choice and accuracy of the machine learning algorithms and validation methods used to assess the performance of the models, sum of true predictions divided by the sum of all predictions.

Once the model was validated in terms of having no overfitting or underfitting, then the most appropriate and generalized models were selected for the analyzing procedure and the actual accurate of the models were counted and finally compared amongst themselves so the highest accuracy Machine learning model could be chosen.

**7. Sampling Strategy**

The sampling strategy of this research is purposive sampling. The population of this research is a specific group of workers (the Ireland statutory minimum wage workers). The choice of this non-probability and qualitative sampling method is related to the selecting a sample of employees from dissimilar industries (a sector of retail, food and accommodation, and health and social care), with varying levels of education and experience to accurately evaluate the impact of wage laws on the working hours of employees in Ireland.

Therefore, the source if the data must come from randomly selecting participants from a large amount of population. Purposeful sampling is a technique widely used in qualitative research for the identification and selection of information-rich cases for the most effective use of limited resources (Michael Patton 2002).

**8. Primary research methodology**

The reason why a machine learning technique was chosen as the key method was due to in accordance with the matters raised in the literature review: the machine learning methods used for analysis on how the minimum wage affects working hours using machine learning analytic techniques. A key advantage of the Machine learning tools does not require the researcher to pre-specify the functional form of the prediction model, which is instead determined in a data-driven way. Also, this can provide analyzing large-scale of datasets, such as administrative records or survey data to derive meaningful insights. Able to use statistical techniques and machine learning algorithms to identify patterns, correlations, and potential causal relationships.

Furthermore, by using quantitative analysis with machine learning algorithms, achievable to generate empirical evidence on the effects of the minimum wage on working hours, allowing for more precise and data-driven insights. Additionally, this approach could help uncover potential non-linear or interactive effects that traditional statistical methods may overlook.
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**8.1. Dataset and Collection Method**

Data collection method is Experimental research is primarily a quantitative method which is test a causal relationship. This method is perfectly suitable for the research objectives and questions. The most relevant, open-source and reliable dataset source is Earnings Analysis using Administrative Data Sources (EAADS), which links earnings from administrative sources to Labour Force Survey National Minimum Wage Estimates data. The data are administered by the Central Statistics Office (CSO) in Ireland.

When dealing with such primary research, it is crucial to consider the ethical implications involved: the dataset generated cannot be shared out of the academic environment in which this research is inserted. The copyrights of Labour Force Survey National Minimum Wage Estimates to the Central Statistics Office (CSO) in Ireland. These records include all information collected directly for CSO statistical purposes in statutory or voluntary inquiries from persons, households, businesses and undertakings, or indirectly from the administrative records of public authorities held on completed questionnaires, worksheets or data bases. The CSO gathers information through both statutory (legally required) and voluntary inquiries. Statutory inquiries might be legally mandated data collection, while voluntary inquiries are those where participants provide data voluntarily.

The proposed research dataset and required independent variables were not available. Furthermore, after thorough data cleaning and statistical analysis, discovered the obtained datasets were not applicable in the chosen context. As a consequence of the erratic data collection, the most of time was concentrated on data preparation, find conducive of variables and feature engineering.

The dataset of Education level is the total number of Employees aged 15 years and over from the second quarter of 2016 to the third quarter of 2020. This dataset involves all level of the education level of the Total employees, Employees reporting earning National Minimum Wage or less and Employees reporting earning more than National Minimum Wage. Also, the type of the education level is “Primary or below”, “Lower secondary”, “post-secondary non-tertiary”, “Third level non-honours degree”, “Third level honours degree or higher” and “Higher secondary”.

The Nationalities of the total number which are Employees aged 15 years and over from the second quarter of 2016 to the fourth quarter of 2019. The dataset involves the Nationalities of the Total employees, Employees reporting earning National Minimum Wage or less and Employees reporting earning more than National Minimum Wage. Moreover, the dataset is six different categories of the Nationalities which are “Irish nationals”, “non-Irish nationals”, “United Kingdom”, “EU 15 excl. Irl. & UK”, “EU15 to EU28” and “Other nationals”.

NACE (Nomenclature of Economic Activities) is the European statistical classification of economic activities. NACE groups organizations according to their business activities. The dataset of those economic sectors was combined the total number of Employees aged 15 years and over from the second quarter of 2016 to the third quarter of 2020 with the national minimum wage earnings status.

The proposed dependent variable of worked hours datasets was generated by weekly usual worked hours of employees who has aged 15 years and over from the second quarter of 2016 to the third quarter of 2020 with the national minimum wage earnings status. Also, the dataset provides information of employees who is earning more than National Minimum Wage. From the all datasets, the key outcome variables are: Weekly usual worked hours, NACE economic sector, Education level and Nationality of the national minimum wage workers.

**8.2. Data preparation, Feature engineering**

Extensive exploratory data analysis and data preparation are a crucial first step in any data analysis process. Zahraa and Geoffrey (2017) defines as data preparation that before data can be analyzed they must be organized into an appropriate form. Data preparation is the process of manipulating and organizing data prior to analysis. Data preparation is typically an iterative process of manipulating raw data, which is often unstructured and messy, into a more structured and useful form that is ready for further analysis. The whole preparation process consists of a series of major activities (or tasks) including data profiling, cleansing, integration and transformation. Furthermore, Any model performance depends on data which is mean the process of creating representations of data that increase the effectiveness of a model (Jason, B. 2020).

The data preparation process began with converting the date to a datetime format which was originally in an object type. This converting process was necessary because all dataset’s “Quarter” variables contain the unique time values. The correct datetime formats allows to process feature engineering, handling missing data and visualization. Furthermore, this step enhances the accuracy and effectiveness of the machine learning algorithms.

Next step of data preparation involved dropping irrelevant rows from each columns of the datasets. Because as mentioned earlier, the datasets contained a significant amount of irrelevant information. For instance, the counts of workers earning more than National Minimum Wage workers, “Not stated” entries, “Total employees”, All NACE economic sectors, among others. By removing these rows, essentially ensured that the remaining datasets are more relevant to the minimum wage workers information. Dropping these rows can improve the accuracy of machine learning models that perform on the cleaned dataset.

Real-world data often has missing values. Data can have missing values for a number of reasons such as observations that were not recorded and data corruption. Handling missing data is important as many machine learning algorithms do not support data with missing values. In the project’s datasets, missing values are checked and handled for machine learning algorithms.

Before training the machine learning models, the datasets were not suitable for a basis descriptive statistics and machine learning models because of indexes were all a string type. Therefore, the type variables of datasets were replaced index of string to integer. This step makes it suitable for machine learning models that require he numerical inputs instead of categorical strings.

In the final stage of feature engineering, a final dataset was created by selected valuable variables from four different datasets for use in machine learning methods. As mentioned in objective, those feature selection techniques can help with identify the most importance features from tree-based models.

**8.3. Machine learning techniques**

This project to great a highly accurate and generalized machine learning model that must effectively evaluate the impact of minimum wage laws on the working hours of employees in Ireland. Based on the collected dataset, and the modelling techniques that better adopt to the problem are related to the supervised machine learning category. Machine learning algorithms that learn from input/output pairs are called supervised learning algorithms because a “teacher” provides supervision to the algorithms in the form of the desired outputs for each example that they learn from. While creating a dataset of inputs and outputs is often a laborious manual process, supervised learning algorithms are well understood and their performance is easy to measure. Classification is a subcategory of supervised learning in the goal is to predict the categorical class labels of new instances based on past observations. By the object of the project, aimed to predict the average weekly working hours of minimum wage workers. Furthermore, applied tree-based learning tools in the training data: Decision Trees, Random Forests…. A key advantage of the Machine learning tools does not require the researcher to pre-specify the functional form of the prediction model, which is instead determined in a data-driven way (Doruk, Arindrajit, Attila, David. 2021).

Then able to compare the performance of various prediction models in the

**8.3.1. Decision Tree**

Decision Tree is one of the oldest and most common machine learning algo- rithms. A Decision Tree designs the logic of the decision in such a way that eval- uates and matches results for the classification of data items into a structure as like a tree

**8.3.2. Random Forest**

**8.3.3. Deep learning technique in Neural Network**

The neural networks proposed for this research are multilayer feedforward neural networks operating under supervised learning; they consist of three layers including one input layer, one hidden layer and one output layer. The input layer, the hidden layer, and the output layer are fully interconnected. The weights of the connections and the biases are initialized randomly by the system, and adjusted through the learning process.

**8.3.4. Linear Regression**

**9. Results**

By the statistical information, the minimum wage workers’ the average weekly working hours are increasing by time as the proposed hypotheses which shows positive relationship with the national minimum wage increase. Furthermore, by NACE economic sector shows

On the other hand, more than 68 percent of total minimum wage workers are Irish nationals which result was different than the proposed hypotheses.

**Data Analysis**

**Model Evaluation**

**10. Conclusions and Recommendation**
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