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a b s t r a c t 

Considering the vagueness frequently representing in decision data due to the lack of complete infor- 

mation and the ambiguity arising from the qualitative judgment of decision-makers, the crisp values of 

criteria may be inadequate to model the real-life multi-criteria decision-making (MCDM) issues. In this 

paper, the latest MCDM method, namely best-worst method (BWM) was extended to the fuzzy envi- 

ronment. The reference comparisons for the best criterion and for the worst criterion were described 

by linguistic terms of decision-makers, which can be expressed in triangular fuzzy numbers. Then, the 

graded mean integration representation (GMIR) method was employed to calculate the weights of crite- 

ria and alternatives with respect to different criteria under fuzzy environment. According to the concept 

of BWM, the nonlinearly constrained optimization problem was built for determining the fuzzy weights 

of criteria and alternatives with respect to different criteria. The fuzzy ranking scores of alternatives can 

be derived from the fuzzy weights of alternatives with respect to different criteria multiplied by fuzzy 

weights of the corresponding criteria, and then the crisp ranking score of alternatives can be calculated 

by employing GMIR method for optimal alternative selection. Meanwhile, the consistency ratio was pro- 

posed for fuzzy BWM to check the reliability of fuzzy preference comparisons. Three case studies were 

performed to illustrate the effectiveness and feasibility of the proposed fuzzy BWM. The results indicate 

the proposed fuzzy BWM can not only obtain reasonable preference ranking for alternatives but also has 

higher comparison consistency than the BWM. 

© 2017 Elsevier B.V. All rights reserved. 
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. Introduction 

Decision-making refers to the selection of optimal or satisfac-

ory alternative from a set of alternatives [1,2] . When multiple cri-

eria are considered, the decision-making can be called as Multi-

riteria decision-making (MCDM) [3,4] . The essence of MCDM is

he ranking of all the alternatives and then the selection of opti-

al one by employing certain approach and existing decision in-

ormation with consideration of different criteria. MCDM is an im-

ortant part of modern decision science, systems engineering, and

anagement science, which has obtained a wide range of applica-

ions in many fields, such as engineering, economics, and manage-

ent [5–8] . Based on the solution space of studied issue, MCDM

an be divided into two classes, namely multi-attribute decision-

aking (MADM) and multi-objective decision-making (MODM).

or MADM, the decision variables are discrete, and the number of

lternatives is limited, which can also be called as discrete MCDM.

or MODM, it contains continuous decision variables and an unlim-
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ted number of alternatives, which can also be called as continuous

CDM. The MADM firstly evaluates the multiple alternatives and

ists the superior and inferior alternatives in order, and then selects

he optimal one. However, the MODM employs the vector-based

ptimization technique, which is a kind of mathematical program-

ing method. 

In the existing studies, MADM (the discrete MCDM) is com-

only labeled as MCDM [3,9] . Therefore, we will also use MCDM

o represent MADM in this paper. Since the Operations Research

OR) was proposed by three OR pioneers Churchman, Ackoff, and

rnoff in 1957, the MCDM has made great achievement in the

spects of theory and method [10] . In the past years, several

CDM methods have been proposed by researchers, such as TOP-

IS (Technique for Order of Preference by Similarity to Ideal Solu-

ion) [11,12] , VIKOR (VlseKriterijumska Optimizacija I Kompromisno

esenje) [13,14] , GDM (grey decision-making) [15] , ELECTRE (Elimi-

ation and Choice Expressing REality) [16] , MEEM (matter-element

xtension model) [17] , SWARA (step-wise weight assessment ratio

nalysis) [18] , AHP (Analytic Hierarchy Process) [19,20] , and ANP

Analytic Network Process) [21,22] . When dealing with practical is-

ues, MCDM consists of two parts: one is the acquisition of de-

ision information including criteria weights and criteria values;

http://dx.doi.org/10.1016/j.knosys.2017.01.010
http://www.ScienceDirect.com
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Table 1 

Transformation rules of linguistic variables of 

decision-makers. 

Linguistic terms Membership function 

Equally importance (EI) (1 ,1,1) 

Weakly important(WI) (2/3 ,1,3/2) 

Fairly Important (FI) (3/2 ,2,5/2) 

Very important(VI) (5/2 ,3,7/2) 

Absolutely important(AI) (7/2 ,4,9/2) 
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the other is the aggregation of information by a certain approach

and then ranks the alternatives. However, due to the complexity as

well as uncertainty of objective things and the fuzziness of human

thinking, the employment of fuzzy information to reflect the deci-

sion information may be a better way in many practical MCDM is-

sues [23–25] . Meanwhile, many fuzzy-based MCDM methods have

been proposed and widely used in recent years, such as fuzzy

TOPSIS [26–29] and fuzzy ELECTRE [30–32] , which have been em-

ployed in many practical issues, such as emergency management

evaluation [33] , new product development evaluation [34] , power

distribution system planning evaluation [35] , and situation assess-

ments [36] . 

As the latest MCDM method, the best-worst multi-criteria

decision-making method (BWM) was proposed by Rezaei in 2015,

which can obtain the weights of criteria and alternatives with

respect to different criteria based on pairwise comparisons with

the need of less compared data [9] . Meanwhile, the BWM can

effectively remedy the inconsistency derived from pairwise com-

parisons. Different from AHP, the BWM employs a 1–9 scale to

perform the pairwise comparisons. Moreover, quite different from

AHP, BWM only executes reference comparisons, which means it

only needs to determine the preference of the best criterion over

all the other criteria and the preference of all the criteria over the

worst criterion by using a number between 1 and 9. This proce-

dure is much easier, more accurate and at less redundant because

it does not execute secondary comparisons [9] . However, the hu-

man qualitative judgments (such as the 1–9 scale-based pairwise

comparisons by decision-makers in BWM) usually hold the char-

acteristics of ambiguity and intangibility, and the information of

criteria in real world have the drawbacks of vague and uncertain

[24,37–38] . Therefore, the reference comparisons of BWM can be

executed by employing fuzzy number other than crisp value in

some practical issues, which may be more in line with the actual

situations and can obtain more convincing ranking results. In this

paper, BWM was extended to the fuzzy environment, and a fuzzy-

based BWM was proposed which the reference comparisons were

executed by using the fuzzy comparing judgments. 

The rest of this paper is organized as follows: Section 2 intro-

duces the basic concept of fuzzy BWM; the fuzzy BWM is applied

in three cases, and the results are compared with the BWM in

Section 3 ; Section 4 gives the conclusions and future research. 

2. Fuzzy best-worst MCDM method 

2.1. Triangular fuzzy numbers 

In 1965, Prof. L. A. Zadeh proposed the fuzzy set theory [23] . As

an extension of classical set theory, the fuzzy set theory can solve

the practical problems under uncertainty environment. A fuzzy set

˜ a is a pair ( U, m ), where U is a set and m : U → [0, 1] is the mem-

bership function, donated by μ ˜ a (x ) . By referring to μ ˜ a (x ) , each el-

ement x in a universe of discourse X can be mapped to a real num-

ber in the interval [0, 1]. 

Definition 1. Let ˜ a ∈ F (R ) be a fuzzy number if: 

1) there exists x 0 ∈ R such that μ ˜ a ( x 0 ) = 1 ; 

2) for any α ∈ [0, 1], ˜ a α = [ x, μ ˜ a α (x ) ≥ α] is a closed interval. 

Here, R is the set of real numbers, and F ( R ) represents the fuzzy

set. 

Definition 2. A fuzzy number ˜ a on R is defined as a triangular

fuzzy number (TFN) if its membership function μ (x ) : R → [ 0 , 1 ]
˜ a 
s equal to 

˜ a ( x ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

0 , x < l 

x − l 

m − l 
, l ≤ x < m 

u − x 

u − m 

, m ≤ x ≤ u 

0 , x > u 

(1)

here l, m , and u respectively represent the lower, modal, and

pper value of the support of ˜ a , all of which are crisp num-

ers ( −∞ < l ≤ m ≤ u < ∞ ) . A TFN can be represented as a triplet

 l, m, u ). 

For the basic operational laws of two TFNs, the readers can refer

o [39] . 

efinition 3. Let the graded mean integration representation

GMIR) R ( ̃  a ) of a TFN ˜ a represent the ranking of triangular fuzzy

umber [38,40,41] . 

Let ˜ a i = ( l i , m i , u i ) , and the GMIR R ( ̃  a i ) of TFN ˜ a i can be calcu-

ated by 

 ( ̃  a i ) = 

l i + 4 m i + u i 

6 

(2)

.2. Fuzzy best-worst method 

Suppose there are n criteria for a research object, and the

uzzy pairwise comparisons on these n criteria can be performed

ased on the linguistic variables (terms) of decision-makers, such

s ‘Equally importance (EI)’, ‘Weakly important (WI)’, ‘Fairly Im-

ortant (FI)’, ‘Very important (VI)’, and ‘Absolutely important (AI)’.

hen, the linguistic evaluations of decision-makers need to be

ransformed to fuzzy ratings (represented by TFNs), and the rules

f transformation are listed in Table 1 [42,43] . 

Then, the fuzzy comparison matrix can be obtained as follows,

c 1 c 2 · · · c n 

˜ 
 = 

c 1 
c 2 
. . . 

c n 

⎡ 

⎢ ⎢ ⎣ 

˜ a 11 ˜ a 12 · · · ˜ a 1 n 
˜ a 21 ˜ a 22 · · · ˜ a 2 n 
. . . 

. . . 
. . . 

. . . 
˜ a n 1 ˜ a n 2 · · · ˜ a nn 

⎤ 

⎥ ⎥ ⎦ 

(3)

here ˜ a i j represents the relative fuzzy preference of criterion i to

riterion j , which is a triangular fuzzy number; ˜ a i j = ( 1 , 1 , 1 ) when

 = j . 

From the basic principle of BWM (the readers can refer to [9] ),

e can learn that it is not necessary to execute n fuzzy pairwise

omparisons in order to obtain a completed matrix ˜ A . 

efinition 4. A pairwise comparison ˜ a i j is defined as a fuzzy ref-

rence comparison if i is the best element and/or j is the worst

lement. 
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For ˜ A , there are totally 2 n -3 ( n -2 Best-to-Others fuzzy

omparisons + n -2 Others-to-Worst fuzzy comparisons + 1 Best-to-

orst fuzzy comparison) fuzzy reference comparisons, which need

o be executed for fuzzy BWM. 

Both the fuzzy weights of criteria and the fuzzy weights of al-

ernatives with respect to different criteria can be determined by

sing fuzzy BWM. For determining the fuzzy weights of criteria,

he fuzzy comparisons on relative criteria should be executed. For

etermining the fuzzy weights of alternatives with respect to dif-

erent criteria, the related alternatives should be fuzzily compared

gainst each criterion. Finally, the fuzzy ranking scores of alterna-

ives can be derived from the fuzzy weights of alternatives with

espect to different criteria multiplied by the fuzzy weights of the

orresponding criteria, and then the crisp ranking scores of alter-

atives (if need) can be calculated by employing GMIR method for

ptimal alternative selection. Therefore, the logic and procedure of

uzzy comparison for determining the weights of criteria and alter-

atives are similar. 

In this paper, we will elaborate the detailed steps of fuzzy BWM

or determining the fuzzy weights of criteria. It should be noted

hat this detailed steps can also be used for the determination of

uzzy weights of alternatives. 

Step 1. Build the decision criteria system. 

The decision criteria system consists of a set of decision criteria,

hich is very important for reasonably performing the evaluation

n alternatives. The values of decision criteria can reflect the per-

ormances of different alternatives. Suppose there are n decision

riteria { c 1 , c 2 , ���, c n }. 

Step 2. Determine the best (most important) criterion and

he worst (least important) criterion. 

Based on the built decision criteria system, the best criterion

nd the worst criterion should be identified by decision-makers in

his step. The best criterion is represented as c B , and the worst cri-

erion is labeled as c W 

. 

Step 3. Execute the fuzzy reference comparisons for the best

riterion. 

The fuzzy reference comparison is very important for fuzzy

WM. According to Definition 4 , the fuzzy reference comparison

ncludes two parts: one part is the pairwise comparison ˜ a i j in the

ase that i is the best element, and here c i is the best criterion c B ;

he other is the pairwise comparison ˜ a i j in the case that j is the

orst element, and here c j is the worst criterion c W 

. In this step,

he first part will be performed. 

By using the linguistic terms of decision-makers listed in

able 1 , the fuzzy preferences of the best criterion over all the cri-

eria can be determined. Then, the obtained fuzzy preferences are

ransformed to TFNs according to the transformation rules shown

n Table 1 . The obtained fuzzy Best-to-Others vector is: 

˜ 
 B = ( ̃  a B 1 , ̃  a B 2 , · · · , ̃  a Bn ) (4) 

here ˜ A B represents the fuzzy Best-to-Others vector; ˜ a B j repre-

ents the fuzzy preference of the best criterion c B over criterion

 , j = 1 , 2 , · · · , n . It can be known that ˜ a BB = ( 1 , 1 , 1 ) . 

Step 4. Execute the fuzzy reference comparisons for the

orst criterion. 

In this step, the other part of fuzzy reference comparison will

e done. By using the linguistic evaluations of decision-makers

isted in Table 1 , the fuzzy preferences of all the criteria over the

orst criterion can be determined, and then they are transformed

o TFNs according to the transformation rules listed in Table 1 . The

uzzy Others-to-Worst vector can be obtained as: 

˜ 
 W 

= ( ̃  a 1 W 

, ̃  a 2 W 

, · · · , ̃  a nW 

) (5) 
here ˜ A W 

represents the fuzzy Others-to-Worst vector; ˜ a iW 

repre-

ents the fuzzy preference of criterion i over the worst criterion

 W 

, i = 1 , 2 , · · · , n . It can be known that ˜ a W W 

= ( 1 , 1 , 1 ) . 

Step 5. Determine the optimal fuzzy weights

( ̃  w 

∗
1 , ˜ w 

∗
2 , · · · , ˜ w 

∗
n ) . 

The optimal fuzzy weight for each criterion is the one where,

or each fuzzy pair ˜ w B / ̃  w j and ˜ w j / ̃  w W 

, it should have ˜ w B / ̃  w j = ˜ a B j 

nd ˜ w j / ̃  w W 

= ˜ a jW 

. To satisfy these conditions for all j , it should de-

ermine a solution where the maximum absolute gaps | ˜ w B 
˜ w j 

− ˜ a B j |
nd | ˜ w j 

˜ w W 

− ˜ a jW 

| for all j are minimized. It should be noted that

˜  B , ˜ w j and ˜ w W 

in fuzzy BWM are triangular fuzzy numbers, which

re very different from that in BWM. In some cases, we prefer to

se ˜ w j = ( l w 

j 
, m 

w 

j 
, u w 

j 
) for optimal alternative selection. For exam-

le, when we select the optimal electric vehicle charging station

sing fuzzy TOPSIS method, we need to use ( l w 

j 
, m 

w 

j 
, u w 

j 
) to re-

ect the fuzzy weight of criterion j , not a crisp value. However,

n some cases, we need a crisp value after obtaining fuzzy weight

f criterion based on the linguistic variables of decision-makers.

hat is to say, the fuzzy weight of criterion represented by TFN

˜  j = ( l w 

j 
, m 

w 

j 
, u w 

j 
) needs to be transformed to a crisp value. In this

aper, it also needs the transformed crisp value of fuzzy weight ˜ w

f criterion because we need to build the constraint conditions for

olving just like that in [9] . We use the graded mean integration

epresentation (GMIR) (see Eq. (2) ) to transform the fuzzy weight

f criterion to crisp weight. 

Therefore, we can obtain the constrained optimization problem

or determining the optimal fuzzy weights ( ̃  w 

∗
1 
, ˜ w 

∗
2 
, · · · , ˜ w 

∗
n ) as fol-

ows. 

in max 
j 

{∣∣∣∣ ˜ w B 

˜ w j 

− ˜ a B j 

∣∣∣∣, 
∣∣∣∣ ˜ w j 

˜ w W 

− ˜ a jW 

∣∣∣∣
}

.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

n ∑ 

j=1 

R ( ̃  w j ) = 1 

l w 

j 
≤ m 

w 

j 
≤ u 

w 

j 

l w 

j 
≥ 0 

j = 1 , 2 , · · · , n 

(6) 

here ˜ w B = ( l w 

B , m 

w 

B , u 
w 

B ) , ˜ w j = ( l w 

j 
, m 

w 

j 
, u w 

j 
) , ˜ w W 

= ( l w 

W 

, m 

w 

W 

, u w 

W 

) ,

˜  B j = ( l B j , m B j , u B j ) , ˜ a jW 

= ( l jW 

, m jW 

, u jW 

) . 

Eq. (6) can be transferred to the following nonlinearly con-

trained optimization problem. 

in 

˜ ξ

.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

∣∣∣∣ ˜ w B 

˜ w j 

− ˜ a B j 

∣∣∣∣ ≤ ˜ ξ

∣∣∣∣ ˜ w j 

˜ w W 

− ˜ a jW 

∣∣∣∣ ≤ ˜ ξ

n ∑ 

j=1 

R ( ̃  w j ) = 1 

l w 

j 
≤ m 

w 

j 
≤ u 

w 

j 

l w 

j 
≥ 0 

j = 1 , 2 , · · · , n 

(7) 

here ˜ ξ = ( l ξ , m 

ξ , u ξ ) . 
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Table 2 

Consistency index (CI) for fuzzy BWM. 

Linguistic terms Equally importance (EI) Weakly important (WI) Fairly Important (FI) Very important (VI) Absolutely important (AI) 

˜ a BW (1, 1, 1) (2/3, 1, 3/2) (3/2, 2, 5/2) (5/2, 3, 7/2) (7/2, 4, 9/2) 

CI 3 .00 3 .80 5 .29 6 .69 8 .04 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 

The linguistic terms for fuzzy prefer- 

ences of the best criterion over all the 

criteria in Case study 1. 

Criteria C1 C2 C3 

Best criterion C3 AI WI EI 

c  

T  

s  

d  

M  

o  

 

c

ξ  

w

c  

B  

e  

i

3

 

c

3

 

d  

t  

t  

i  

m  

e
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t  

r  

i  

a  
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c

A
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l  

o

A

 

w  
Considering l ξ ≤ m 

ξ ≤ u ξ , we suppose ˜ ξ ∗ = ( k ∗, k ∗, k ∗) , k ∗ ≤ l ξ ,

then Eq. (7) can be transferred as 

min 

˜ ξ ∗

s.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

∣∣∣∣ ( l 
w 

B , m 

w 

B , u 

w 

B ) 

( l w 

j 
, m 

w 

j 
, u 

w 

j 
) 

− ( l B j , m B j , u B j ) 

∣∣∣∣ ≤ ( k ∗, k ∗, k ∗) 

∣∣∣∣ ( l w 

j 
, m 

w 

j 
, u 

w 

j 
) 

( l w 

W 

, m 

w 

W 

, u 

w 

W 

) 
− ( l jW 

, m jW 

, u jW 

) 

∣∣∣∣ ≤ ( k ∗, k ∗, k ∗) 

n ∑ 

j=1 

R ( ̃  w j ) = 1 

l w 

j 
≤ m 

w 

j 
≤ u 

w 

j 

l w 

j 
≥ 0 

j = 1 , 2 , · · · , n 

(8)

By solving Eq. (8) , the optimal fuzzy weights ( ̃  w 

∗
1 
, ˜ w 

∗
2 
, · · · , ˜ w 

∗
n )

can be obtained. 

2.3. Consistency ratio for fuzzy BWM 

Consistency ratio (CR) is an important indicator to check the

consistency degree of pairwise comparison. In this section, the CR

is proposed for the fuzzy BWM. 

Definition 5. A fuzzy comparison is fully consistent when ˜ a B j ×
˜ a jW 

= ˜ a BW 

, where ˜ a BW 

, ̃  a B j , and ˜ a jW 

are the fuzzy preference of the

best criterion over the worst criterion, the fuzzy preference of the

best criterion over the criterion j , and the fuzzy preference of the

criterion j over the worst criterion, respectively. 

In practice, there may exist inconsistent for criterion j related to

pairwise comparison. The consistency ratio is employed to check

how consistent a fuzzy pairwise comparison is. The CR for fuzzy

BWM can be calculated as follows. 

According to Table 1 , the maximum possible fuzzy value of ˜ a BW 

is (7/2, 4, 9/2), which corresponds to the linguistic terms ‘Abso-

lutely important (AI)’ given by decision-maker. When ˜ a B j × ˜ a jW 

� =
˜ a BW 

, which means ˜ a B j × ˜ a jW 

may be higher or lower than ˜ a BW 

, the

inconsistency of fuzzy pairwise comparison will occur. When both

˜ a B j and ˜ a jW 

are equal to ˜ a BW 

, the inequality will reach the great-

est, which results in 

˜ ξ . Considering the occurrence of the greatest

inequality, according to the equality relation ( ̃  w B / ̃  w j ) × ( ̃  w j / ̃  w W 

) =
˜ w B / ̃  w W 

, the following equation can be obtained as (
˜ a B j − ˜ ξ

)
×

(
˜ a jW 

− ˜ ξ
)

= 

(
˜ a BW 

+ 

˜ ξ
)

(9)

As for the maximum fuzzy inconsistency ˜ a B j = ˜ a jW 

= ˜ a BW 

,

Eq. (9) can be written as (
˜ a BW 

− ˜ ξ
)

×
(

˜ a BW 

− ˜ ξ
)

= 

(
˜ a BW 

+ 

˜ ξ
)

(10)

Then, Eq. (10) can be derived as 

˜ ξ 2 − ( 1 + 2 ̃

 a BW 

) ̃  ξ + 

(
˜ a 2 BW 

− ˜ a BW 

)
= 0 (11)

where ˜ ξ = ( l ξ , m 

ξ , u ξ ) , ˜ a BW 

= ( l BW 

, m BW 

, u BW 

) . 

For ˜ a BW 

= ( l BW 

, m BW 

, u BW 

) , the maximum possible fuzzy value

is (7/2, 4, 9/2), which indicates l BW 

= 7 / 2 , m BW 

= 4 , and u BW 

=
9 / 2 . It shows the maximum value of l BW 

, m BW 

, and u BW 

cannot

exceed 9/2. In this case, if we use the upper boundary u to
BW 
alculate the consistency index, all the object (data) affiliated to

FN ˜ a BW 

can use this consistency index to remain the fuzzy con-

istency ratio effective and workable because the consistency in-

ex corresponding to u BW 

is the largest in the interval [ l BW 

, u BW 

].

eanwhile, ˜ ξ can also be represented by a crisp value ξ . For

ther cases such as ˜ a BW 

= ( 5 / 2 , 3 , 7 / 2 ) , ˜ a BW 

= ( 3 / 2 , 2 , 5 / 2 ) , ˜ a BW 

=
( 2 / 3 , 1 , 3 / 2 ) , and ˜ a BW 

= ( 1 , 1 , 1 ) , we can perform the same pro-

ess. Therefore, Eq. (11) can be transferred to 

2 − ( 1 + 2 u BW 

) ξ + 

(
u 

2 
BW 

− u BW 

)
= 0 (12)

here u BW 

= 1, 3/2, 5/2, 7/2, and 9/2, respectively. 

By solving Eq. (12) for different u BW 

, the maximum possible ξ
an be found, which is employed as the consistency index for fuzzy

WM. The obtained consistency index (CI) with regards to differ-

nt linguistic terms of decision-makers for fuzzy BWM are listed

n Table 2 . 

. Case studies 

In this section, three practical cases are selected for the appli-

ation and verification of the proposed fuzzy BWM. 

.1. Case study 1 

A company needs to select an optimal transportation mode to

eliver the products to a market. Rezaei J employed BWM method

o tackle this issue [9] . For comparison, we adopt the transporta-

ion mode selection example mentioned in [9] as the case study 1

n this paper. Due to the ambiguity and intangibility of decision-

aker when he/she performs the evaluation, the fuzzy BWM is

mployed to select the optimal transportation mode. 

Three criteria, namely ‘load flexibility’ (C1), ‘accessibility’ (C2),

nd ‘cost’ (C3) are selected for optimal transportation mode selec-

ion issue [9] (Step 1). The ‘cost’ (C3) and ‘load flexibility’ (C1) are

espectively the best and the worst criterion based on the opin-

ons from the company (Step 2). The fuzzy reference comparisons

re performed, and the linguistic terms of decision-maker for fuzzy

references of the best criterion over all the criteria are listed in

able 3 . Then, the fuzzy Best-to-Others vector can be obtained ac-

ording to Table 1 and Eq. (4) as follows (Step 3) 

˜ 
 B = [ ( 7 / 2 , 4 , 9 / 2 ) , ( 2 / 3 , 1 , 3 / 2 ) , ( 1 , 1 , 1 ) ] 

The fuzzy reference comparisons for the worst criterion are ex-

cuted, and the linguistic evaluations of decision-makers for the

uzzy preferences of all the criteria over the worst criterion are

isted in Table 4 . Then, the fuzzy Others-to-Worst vector can be

btained according to Table 1 and Eq. (5) as follows (Step 4) 

˜ 
 W 

= [ ( 1 , 1 , 1 ) , ( 3 / 2 , 2 , 5 / 2 ) , ( 7 / 2 , 4 , 9 / 2 ) ] 

Based on the above analysis, for getting the optimal fuzzy

eights of all the criteria, the following nonlinearly constrained
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Table 4 

The linguistic terms for fuzzy prefer- 

ences of all the criteria over the worst 

criterion in Case study 1. 

Criteria Worst criterion C1 

C1 EI 

C2 FI 

C3 AI 
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s
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w
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w

Fig. 1. Optimal fuzzy weights of three criteria in Case study 1. 

Table 5 

The linguistic terms for fuzzy preferences of the best 

criterion over all the criteria in Case study 2. 

Criteria C1 C2 C3 C4 C5 

Best criterion C2 WI EI FI WI AI 
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ptimization problem can be built according to Eq. (8) (Step 5).

in 

˜ ξ ∗

.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

∣∣∣ ( l w 3 ,m 

w 
3 ,u 

w 
3 ) 

( l w 1 
,m 

w 
1 
,u w 

1 ) 
− ( l 31 , m 31 , u 31 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) ∣∣∣ ( l w 3 ,m 

w 
3 ,u 

w 
3 ) 

( l w 2 
,m 

w 
2 
,u w 

2 ) 
− ( l 32 , m 32 , u 32 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) ∣∣∣ ( l w 3 ,m 

w 
3 ,u 

w 
3 ) 

( l w 3 
,m 

w 
3 
,u w 

3 ) 
− ( l 33 , m 33 , u 33 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) ∣∣∣ ( l w 1 ,m 

w 
1 ,u 

w 
1 ) 

( l w 1 
,m 

w 
1 
,u w 

1 ) 
− ( l 11 , m 11 , u 11 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) ∣∣∣ ( l w 2 ,m 

w 
2 ,u 

w 
2 ) 

( l w 1 
,m 

w 
1 
,u w 

1 ) 
− ( l 21 , m 21 , u 21 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) ∣∣∣ ( l w 3 ,m 

w 
3 ,u 

w 
3 ) 

( l w 1 
,m 

w 
1 
,u w 

1 ) 
− ( l 31 , m 31 , u 31 ) 

∣∣∣ ≤ ( k ∗, k ∗, k ∗) 

3 ∑ 

j=1 

R 

(
˜ w j 

)
= 1 

l w 

j 
≤ m 

w 

j 
≤ u 

w 

j 

l w 

j 
≥ 0 

j = 1 , 2 , 3 

(13) 

Then, we can obtain the following nonlinearly constrained op-

imization problem represented by concrete numbers. 

in k ∗

.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

l 3 − 3 . 5 ∗ u 1 ≤ k ∗ u 1 ; l 3 − 3 . 5 ∗ u 1 ≥ −k ∗ u 1 ;
m 3 − 4 ∗ m 1 ≤ k ∗ m 1 ; m 3 − 4 ∗ m 1 ≥ −k ∗ m 1 ;
u 3 − 4 . 5 ∗ l 1 ≤ k ∗ l 1 ; u 3 − 4 . 5 ∗ l 1 ≥ −k ∗ l 1 ;
l 3 − 0 . 67 ∗ u 2 ≤ k ∗ u 2 ; l 3 − 0 . 67 ∗ u 2 ≥ −k ∗ u 2 ;
m 3 − 1 ∗ m 2 ≤ k ∗ m 2 ; m 3 − 1 ∗ m 2 ≥ −k ∗ m 2 ;
u 3 − 1 . 5 ∗ l 2 ≤ k ∗ l 2 ; u 3 − 1 . 5 ∗ l 2 ≥ −k ∗ l 2 ;
l 2 − 1 . 5 ∗ u 1 ≤ k ∗ u 1 ; l 2 − 1 . 5 ∗ u 1 ≥ −k ∗ u 1 ;
m 2 − 2 ∗ m 1 ≤ k ∗ m 1 ; m 2 − 2 ∗ m 1 ≥ −k ∗ m 1 ;
u 2 − 2 . 5 ∗ l 2 ≤ k ∗ l 1 ; u 2 − 2 . 5 ∗ l 2 ≥ −k ∗ l 1 ;
1 
6 

∗ l 1 + 

1 
6 

∗ 4 ∗ m 1 + 

1 
6 

∗ u 1 + 

1 
6 

∗ l 2 + 

1 
6 

∗ 4 ∗ m 2 + 

1 
6 

∗ u 2 + 

1 
6 

∗ l 3 + 

1 
6 

∗ 4 ∗ m 3 + 

1 
6 

∗ u 3 = 1 

l 1 ≤ m 1 ≤ u 1 ;
l 2 ≤ m 2 ≤ u 2 ;
l 3 ≤ m 3 ≤ u 3 ;
l 1 > 0 ; l 2 > 0 ; l 3 > 0 

k ≥ 0 

(14) 

By solving Eq. (14) , the optimal fuzzy weights of three criteria

‘load flexibility’, ‘accessibility’, and ‘cost’) can be calculated, which

re (see also Fig. 1 ) 

˜ 
 

∗
1 = ( 0 . 1341 , 0 . 1449 , 0 . 1449 ) ; ˜ w 

∗
2 = ( 0 . 2823 , 0 . 3550 , 0 . 3952 ) ;

˜ 
 

∗
3 = ( 0 . 4423 , 0 . 5146 , 0 . 5431 ) ;

˜ ∗= ( 0 . 4 495 , 0 . 4 495 , 0 . 4 495 ) ;
Then, we can obtain the crisp weights (namely the GMIRs of

uzzy weights) of three criteria ‘load flexibility’, ‘accessibility’ and

cost’, which are 

 

∗
1 = 0 . 1431 ; w 

∗
2 = 0 . 3496 ; w 

∗
3 = 0 . 5073 
t  
The weights of three criteria ‘load flexibility’, ‘accessibility’, and

cost’ are respectively 0.07414, 0.3387, and 0.5899 by employing

WM method [9] . It can be seen that the preference orders of

hree criteria are the same between BWM and fuzzy BWM al-

hough there are slight gaps among each of criteria weights. 

Because a BW 

= a 31 = ( 7 / 2 , 4 , 9 / 2 ) , the consistency index for this

ase is 8.04. The consistency ratio is 0.4495/8.04 = 0.0559, which

ndicates a very high consistency because the consistency ratio

.0559 is very close to zero. From [9] , we can learn the consistency

atio for this same case by using BWM is 0.058, which is larger

han that of fuzzy BWM. Therefore, it can be concluded that the

uzzy BWM shows higher comparison consistency than the BWM

ecause the fuzzy BWM can take the ambiguity and intangibility

f decision makers into consideration. 

.2. Case study 2 

How to select a high cost-performance car is an important issue

aced by many people. A buyer uses five criteria, namely quality

C1), price (C2), comfort (C3), safety (C4), and style (C5) to com-

rehensively evaluate the car alternatives, and then makes the pur-

hase decision [44] . The fuzzy BWM is used to select the optimal

ar which can consider the ambiguity and intangibility of buyer

hen he/she makes the purchase decision. 

Five criteria, namely ‘quality’ (C1), ‘price’ (C2), ‘comfort’ (C3),

safety’ (C4), and ‘style’ (C5) are selected for optimal car selection

Step 1). ‘Price’ (C2) and ‘style’ (C5) are respectively the best crite-

ion and the worst criterion (Step 2). The linguistic terms of buyer

or fuzzy preferences of the best criterion over all the criteria are

isted in Table 5 . Then, the fuzzy Best-to-Others vector can be ob-

ained as 

˜ 
 B = [ ( 2 / 3 , 1 , 3 / 2 ) , ( 1 , 1 , 1 ) , ( 3 / 2 , 2 , 5 / 2 ) , ( 2 / 3 , 1 , 3 / 2 ) , 

( 7 / 2 , 4 , 9 / 2 ) ] 

The linguistic terms of buyer for the fuzzy preferences of all

he criteria over the worst criterion are listed in Table 6 . Then, the
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Table 6 

The linguistic terms for fuzzy prefer- 

ences of all the criteria over the worst 

criterion in Case study 2. 

Criteria Worst criterion C5 

C1 FI 

C2 AI 

C3 FI 

C4 WI 

C5 EI 

 

 

 

 

 

 

 

 

Fig. 2. Optimal fuzzy weights of five criteria in Case study 2. 

Table 7 

The linguistic terms for fuzzy preferences of 

the best criterion over all the criteria in Case 

study 3. 

Criteria C1 C2 C3 C4 

Best criterion C1 EI VI WI WI 

 

c  
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o  
fuzzy Others-to-Worst vector can be obtained as follows (Step 4), 

˜ A W 

= [ ( 3 / 2 , 2 , 5 / 2 ) , ( 7 / 2 , 4 , 9 / 2 ) , ( 3 / 2 , 2 , 5 / 2 ) , ( 2 / 3 , 1 , 3 / 2 ) , 

( 1 , 1 , 1 ) ] 

Then, the nonlinearly constrained optimization problem for op-

timal car selection can be built as follows 

min k ∗

s.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

l 2 − 0 . 67 ∗ u 1 ≤ k ∗ u 1 ; l 2 − 0 . 67 ∗ u 1 ≥ −k ∗ u 1 ;
m 2 − 1 ∗ m 1 ≤ k ∗ m 1 ; m 2 − 1 ∗ m 1 ≥ −k ∗ m 1 ;
u 2 − 1 . 5 ∗ l 1 ≤ k ∗ l 1 ; u 2 − 1 . 5 ∗ l 1 ≥ −k ∗ l 1 ;
l 2 − 1 . 5 ∗ u 3 ≤ k ∗ u 3 ; l 2 − 1 . 5 ∗ u 3 ≥ −k ∗ u 3 ;
m 2 − 2 ∗ m 3 ≤ k ∗ m 3 ; m 2 − 2 ∗ m 3 ≥ −k ∗ m 3 ;
u 2 − 2 . 5 ∗ l 3 ≤ k ∗ l 3 ; u 2 − 2 . 5 ∗ l 3 ≥ −k ∗ l 3 ;
l 2 − 0 . 67 ∗ u 4 ≤ k ∗ u 4 ; l 2 − 0 . 67 ∗ u 4 ≥ −k ∗ u 4 ;
m 2 − 1 ∗ m 4 ≤ k ∗ m 4 ; m 2 − 1 ∗ m 4 ≥ −k ∗ m 4 ;
u 2 − 1 . 5 ∗ l 4 ≤ k ∗ l 4 ; u 2 − 1 . 5 ∗ l 4 ≥ −k ∗ l 4 ;
l 2 − 3 . 5 ∗ u 5 ≤ k ∗ u 5 ; l 2 − 3 . 5 ∗ u 5 ≥ −k ∗ u 5 ;
m 2 − 4 ∗ m 5 ≤ k ∗ m 5 ; m 2 − 4 ∗ m 5 ≥ −k ∗ m 5 ;
u 2 − 4 . 5 ∗ l 5 ≤ k ∗ l 5 ; u 2 − 4 . 5 ∗ l 5 ≥ −k ∗ l 5 ;
l 1 − 1 . 5 ∗ u 5 ≤ k ∗ u 5 ; l 1 − 1 . 5 ∗ u 5 ≥ −k ∗ u 5 ;
m 1 − 2 ∗ m 5 ≤ k ∗ m 5 ; m 1 − 2 ∗ m 5 ≥ −k ∗ m 5 ;
u 1 − 2 . 5 ∗ l 5 ≤ k ∗ l 5 ; u 1 − 2 . 5 ∗ l 5 ≥ −k ∗ l 5 ;
l 3 − 1 . 5 ∗ u 5 ≤ k ∗ u 5 ; l 3 − 1 . 5 ∗ u 5 ≥ −k ∗ u 5 ;
m 3 − 2 ∗ m 5 ≤ k ∗ m 5 ; m 3 − 2 ∗ m 5 ≥ −k ∗ m 5 ;
u 3 − 2 . 5 ∗ l 5 ≤ k ∗ l 5 ; u 3 − 2 . 5 ∗ l 5 ≥ −k ∗ l 5 ;
l 4 − 0 . 67 ∗ u 5 ≤ k ∗ u 5 ; l 4 − 0 . 67 ∗ u 5 ≥ −k ∗ u 5 ;
m 4 − 1 ∗ m 5 ≤ k ∗ m 5 ; m 4 − 1 ∗ m 5 ≥ −k ∗ m 5 ;
u 4 − 1 . 5 ∗ l 5 ≤ k ∗ l 5 ; u 4 − 1 . 5 ∗ l 5 ≥ −k ∗ l 5 ;
1 
6 

∗ l 1 + 

1 
6 

∗ 4 ∗ m 1 + 

1 
6 

∗ u 1 + 

1 
6 

∗ l 2 + 

1 
6 

∗ 4 ∗ m 2 + 

1 
6 

∗ u 2 

+ 

1 
6 

∗ l 3 + 

1 
6 

∗ 4 ∗ m 3 + 

1 
6 

∗ u 3 + 

1 
6 

∗ l 4 + 

1 
6 

∗ 4 ∗ m 4 

+ 

1 
6 

∗ u 4 + 

1 
6 

∗ l 5 + 

1 
6 

∗ 4 ∗ m 5 + 

1 
6 

∗ u 5 = 1 ;
l 1 ≤ m 1 ≤ u 1 ; l 2 ≤ m 2 ≤ u 2 ; l 3 ≤ m 3 ≤ u 3 ; l 4 ≤ m 4 ≤ u 4 ;

l 5 ≤ m 5 ≤ u 5 ;
l 1 > 0 ; l 2 > 0 ; l 3 > 0 ; l 4 > 0 ; l 5 > 0 ; k ≥ 0 

(15)

By solving Eq. (15) , the optimal fuzzy weights of five criteria

(namely quality, price, comfort, safety, and style) can be calculated,

which are (see also Fig. 2 ) 

˜ w 

∗
1 = ( 0 . 2361 , 0 . 2428 , 0 . 2745 ) ; ˜ w 

∗
2 = ( 0 . 2792 , 0 . 2792 , 0 . 3094 ) 

˜ w 

∗
3 = ( 0 . 1801 , 0 . 2146 , 0 . 2745 ) ; ˜ w 

∗
4 = ( 0 . 1506 , 0 . 1558 , 0 . 1911 ) 

˜ w 

∗
5 = ( 0 . 0834 , 0 . 0870 , 0 . 1031 ) 

˜ ξ ∗= ( 0 . 7913 , 0 . 7913 , 0 . 7913 ) 

The crisp weights (GMIRs) for those five criteria can be calcu-

lated as 

w 

∗
1 = 0 . 2470 ; w 

∗
2 = 0 . 2842 ; w 

∗
3 = 0 . 2189 ; w 

∗
4 = 0 . 1608 ;

w 

∗
5 = 0 . 0891 

Therefore, it can be seen that price 	quality 	comfort 	 safety

	style, which is in accordance with the preference order obtained

by employing BWM (The BWM-based criteria weight determina-

tion can be found in [44] ). 
Because a BW 

= a 25 = ( 7 / 2 , 4 , 9 / 2 ) , the consistency index for this

ase is 8.04. The consistency ratio is 0.7913/8.04 = 0.0984, which

s much lower than that obtained by using BWM approach (i.e.

.2237), Therefore, it can be concluded again that the fuzzy BWM

hows higher comparison consistency than the BWM. Meanwhile,

he single optimal fuzzy weights of those five criteria can be ob-

ained using fuzzy BWM, while the multi-optimality occurs by us-

ng BWM [44] . 

.3. Case study 3 

Supplier development is an important part of supplier rela-

ionship management, which is a main business process of sup-

ly chain management. Besides supplier capabilities, the sup-

lier’s willingness to collaborate is also vital to the buying com-

any, which should be considered for supplier development issue

45] . The buying company can employ four representative criteria,

amely ‘willingness to improve performance’ (C1), ‘willingness to

hare information’ (C2), ‘willingness to rely on each other’ (C3),

nd ‘willingness to become involved in a long-term relationship’

C4) to evaluate the supplier performance [41] . In [41] , the weights

f these four criteria were calculated by BWM. In this paper, their

eights will be determined by the proposed fuzzy BWM, which

akes the intangibility and ambiguity of decision-maker into con-

ideration. 

Four criteria C1, C2, C3, and C4 are used for evaluating supplier

erformance (Step 1). ‘Willingness to improve performance’ (C1) is

elected as the best criterion, and ‘willingness to share informa-

ion’ (C2) is regards as the worst criterion (Step 2). The linguistic

erms of decision-maker for fuzzy preferences of the best criterion

ver all the criteria are listed in Table 7 . Then, the fuzzy Best-to-

thers vector can be obtained as 

˜ 
 B = [ ( 1 , 1 , 1 ) , ( 5 / 2 , 3 , 7 / 2 ) , ( 2 / 3 , 1 , 3 / 2 ) , ( 2 / 3 , 1 , 3 / 2 ) ] 

The linguistic terms of decision-maker for the fuzzy preferences

f all the criteria over the worst criterion are listed in Table 8 .
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Table 8 

The linguistic terms for fuzzy prefer- 

ences of all the criteria over the worst 

criterion in Case study 3. 

Criteria Worst criterion C2 

C1 VI 

C2 EI 

C3 FI 

C4 FI 

Fig. 3. Optimal fuzzy weights of five criteria in Case study 3. 
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hen, the fuzzy Others-to-Worst vector can be obtained as follows

Step 4), 

˜ 
 W 

= [ ( 5 / 2 , 3 , 7 / 2 ) , ( 1 , 1 , 1 ) , ( 3 / 2 , 2 , 5 / 2 ) , ( 3 / 2 , 2 , 5 / 2 ) ] 

Then, the nonlinearly constrained optimization problem for

upplier performance evaluation can be built as follows 

in k ∗

.t. 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

l 1 − 2 . 5 ∗ u 2 ≤ k ∗ u 2 ; l 1 − 2 . 5 ∗ u 2 ≥ −k ∗ u 2 ;
m 1 − 3 ∗ m 2 ≤ k ∗ m 2 ; m 1 − 3 ∗ m 2 ≥ −k ∗ m 2 ;
u 1 − 3 . 5 ∗ l 2 ≤ k ∗ l 2 ; u 1 − 3 . 5 ∗ l 2 ≥ −k ∗ l 2 ;
l 1 − 0 . 67 ∗ u 3 ≤ k ∗ u 3 ; l 1 − 0 . 67 ∗ u 3 ≥ −k ∗ u 3 ;
m 1 − 1 ∗ m 3 ≤ k ∗ m 3 ; m 1 − 1 ∗ m 3 ≥ −k ∗ m 3 ;
u 1 − 1 . 5 ∗ l 3 ≤ k ∗ l 3 ; u 1 − 1 . 5 ∗ l 3 ≥ −k ∗ l 3 ;
l 1 − 0 . 67 ∗ u 4 ≤ k ∗ u 4 ; l 1 − 0 . 67 ∗ u 4 ≥ −k ∗ u 4 ;
m 1 − 1 ∗ m 4 ≤ k ∗ m 4 ; m 1 − 1 ∗ m 4 ≥ −k ∗ m 4 ;
u 1 − 1 . 5 ∗ l 4 ≤ k ∗ l 4 ; u 1 − 1 . 5 ∗ l 4 ≥ −k ∗ l 4 ;
l 3 − 1 . 5 ∗ u 2 ≤ k ∗ u 2 ; l 3 − 1 . 5 ∗ u 2 ≥ −k ∗ u 2 ;
m 3 − 2 ∗ m 2 ≤ k ∗ m 2 ; m 3 − 2 ∗ m 2 ≥ −k ∗ m 2 ;
u 3 − 2 . 5 ∗ l 2 ≤ k ∗ l 2 ; u 3 − 2 . 5 ∗ l 2 ≥ −k ∗ l 2 ;
l 4 − 1 . 5 ∗ u 2 ≤ k ∗ u 2 ; l 4 − 1 . 5 ∗ u 2 ≥ −k ∗ u 2 ;
m 4 − 2 ∗ m 2 ≤ k ∗ m 2 ; m 4 − 2 ∗ m 2 ≥ −k ∗ m 2 ;
u 4 − 2 . 5 ∗ l 2 ≤ k ∗ l 2 ; u 4 − 2 . 5 ∗ l 2 ≥ −k ∗ l 2 ;
1 
6 

∗ l 1 + 

1 
6 

∗ 4 ∗ m 1 + 

1 
6 

∗ u 1 + 

1 
6 

∗ l 2 + 

1 
6 

∗ 4 ∗ m 2 

+ 

1 
6 

∗ u 2 + 

1 
6 

∗ l 3 + 

1 
6 

∗ 4 ∗ m 3 + 

1 
6 

∗ u 3 + 

1 
6 

∗ l 4 

+ 

1 
6 

∗ 4 ∗ m 4 + 

1 
6 

∗ u 4 = 1 ;
l 1 ≤ m 1 ≤ u 1 ; l 2 ≤ m 2 ≤ u 2 ; l 3 ≤ m 3 ≤ u 3 ; l 4 ≤ m 4 ≤ u 4 ;
l 1 > 0 ; l 2 > 0 ; l 3 > 0 ; l 4 > 0 ; k ≥ 0 

(16) 
By solving Eq. (16) , the optimal fuzzy weights of four criteria

an be calculated, which are (see also Fig. 3 ) 

˜ 
 

∗
1 = ( 0 . 2799 , 0 . 3417 , 0 . 3685 ) ; ˜ w 

∗
2 = ( 0 . 1129 , 0 . 1236 , 0 . 1236 ) ;

˜ 
 

∗
3 = ( 0 . 2123 , 0 . 2764 , 0 . 3089 ) ; ˜ w 

∗
4 = ( 0 . 2123 , 0 . 2764 , 0 . 3089 ) ;

˜ ∗= ( 0 . 2361 , 0 . 2361 , 0 . 2361 ) 

The crisp weights (GMIRs) for four criteria C1, C2, C3 and C4

an be calculated as 

 

∗
1 = 0 . 3359 ; w 

∗
2 = 0 . 1218 ; w 

∗
3 = 0 . 2712 ; w 

∗
4 = 0 . 2712 

Therefore, it can be seen that ‘willingness to improve perfor-

ance’ (C1) is the most important criterion in terms of supplier’s

illingness for supplier performance evaluation, the next impor-

ant criteria are ‘willingness to rely on each other’ (C3) and ‘will-

ngness to become involved in a long-term relationship’ (C4), and

willingness to share information’ (C2) is ranked as the least impor-

ant criterion. The weight ranking result is closely consistent with

hat obtained from BWM technique (The criteria weight determi-

ation detail by BWM method can be found in [45] ). 

Because a BW 

= a 12 = ( 5 / 2 , 3 , 7 / 2 ) , the consistency index for this

ase is 6.69. The consistency ratio is 0.2361/6.69 = 0.0353, which is

argely lower than that of BWM technique (i.e. 0.382), Therefore, it

an be concluded again that the fuzzy BWM shows higher compar-

son consistency than the BWM. 

. Conclusions and future research 

The BWM proposed in 2015 is a promising vector-based MCDM

ethod. In general, the fuzzy set theory can be employed to tackle

he issues with the characteristics of vagueness and ambiguity. In

his paper, the BWM is extended to the fuzzy environment, and

 fuzzy BWM technique is proposed which combines the latest

CDM approach and fuzzy set theory. In the decision-making pro-

ess, the reference comparisons for criteria and alternatives are

ore suitable to employ the linguistic variables instead of crisp

alues in some cases. Meanwhile, the GMIR method is used for

he constrained optimization problem construction to derive the

eights of criteria and alternatives, which achieves the extension

f BWM under fuzzy environment. Three cases, namely optimal

ransportation mode selection, car purchase decision, and supplier

erformance evaluation are employed to verify the applicability of

he proposed fuzzy BWM. The results show the fuzzy BWM out-

erforms the BWM because the fuzzy BWM can obtain a higher

omparison consistency. 

Compared with the BWM, the proposed fuzzy BWM has several

dvantages as follows. 

1) Due to the vagueness of decision data and the ambiguity of

decision-maker, the involvement of fuzzy concept into MCDM

can obtain much more reliable decision result. The fuzzy BWM

technique which combines the fuzzy set theory and BWM can

obtain more highly reliable weights than the BWM because it

can provide more consistent comparisons (namely lower con-

sistency ratio). 

2) Usually, the decision-maker feels very confused when he/she

compares different criteria and alternatives by using too de-

tailed scales, such as 1–9 scales used in AHP. The decision-

maker cannot accurately distinguish the different between ad-

jacent scales, such as 7 and 8 scale. Compared with the BWM

using 1–9 scales, the proposed fuzzy BWM only uses five gran-

ularities of linguistic terms, namely ‘Equally importance (EI)’,

‘Weakly important(WI)’, ‘Fairly Important (FI)’, ‘Very impor-

tant(VI)’, and ‘Absolutely important(AI)’ to perform the refer-

ence comparisons for criteria and alternatives, which can help

the decision-maker make reference comparisons more accu-

rately and easily. 
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3) When the number of criteria is larger than three, the multi-

optimality will likely occur by employing BWM [44] , which

cannot obtain the effective preference rank and then fails to

make the decision. However, the proposed fuzzy BWM can es-

cape from the multi-optimality issue and derive single optimal

weights. 

The proposed fuzzy BWM can also be combined with other

MCDM methods, such as TOPSIS and VIKOR. Meanwhile, the fuzzy

BWM can be extended to include group decision-making which

can take more than one decision-maker into consideration. It

should be mentioned that the decision-makers may have differ-

ent priori knowledge for linguistic terms choice and possess dif-

ferent concepts to establish the parameters of the triangular mem-

bership functions in group decision-making. For solving this is-

sue, the multi-granular linguistic approach is effective and promis-

ing [46,47] , which is our following research work. This is also

a shortcoming in this paper. Meanwhile, we can also attempt

bionic intelligence algorithms, such as monarch butterfly optimiza-

tion (MBO) [48] , earthworm optimization algorithm (EWA) [49] ,

elephant herding optimization (EHO) [50] , and moth search (MS)

algorithm [51] to solve the nonlinearly constrained optimization

problem (namely Eq. (8) ) in the future study. 

In recent years, some flexible and useful linguistic approaches,

such as 2-tuple linguistic approach [52,53] , ordinal linguistic ap-

proach [54] , and unbalanced linguistic approach [55,56] have been

developed to deal with linguistic term sets, which have captured

extensive attentions. Providing the linkage of these linguistic ap-

proaches to BWM technique and exploring the 2-tuple (and/or

ordinal) linguistic modeling of fuzzy BWM linguistic (numerical)

scale problems are interesting and promising topics in future re-

search. 

In the future study, we will also apply this fuzzy BWM in some

other real-world problems, such as the optimal electric vehicle

charging station selection and the comprehensive benefit evalua-

tion of eco-industrial parks. 

Author contributions 

Sen Guo conceived, designed and performed the research; Hao-

ran Zhao contributed structuring the format of the paper and ana-

lyzing the data; Sen Guo wrote the paper. 

Acknowledgments 

The authors would like to thank the Editor in Chief Prof. Jie Lu,

Associate Editor Prof. Enrique Herrera-Viedma and anonymous ref-

erees, whose comments and suggestions are very helpful in im-

proving this paper and enlightening us on fuzzy BWM in the future

research. This study is supported by the National Natural Science

Foundation of China [grant number 71373076 ]. 

References 

[1] I.L. Janis , L. Mann , Decision Making: A Psychological Analysis of Conflict,
Choice, and Commitment, Free Press, 1977 . 

[2] S. Plous , The Psychology of Judgment and Decision Making, Mcgraw-Hill Book

Company, 1993 . 
[3] M. Zeleny , J.L. Cochrane , Multiple Criteria Decision Making, University of South

Carolina Press, 1973 . 
[4] E. Triantaphyllou , Multi-Criteria Decision Making Methods: A Comparative

Study, Springer Science & Business Media, 2013 . 
[5] T.J. Stewart , A critical survey on the status of multiple criteria decision making

theory and practice, Omega 20 (5) (1992) 569–586 . 
[6] M. Velasquez , P.T. Hester , An analysis of multi-criteria decision making meth-

ods, Int. J. Oper. Res. 10 (2) (2013) 56–66 . 

[7] J. Wallenius , J.S. Dyer , P.C. Fishburn , R.E. Steuer , S. Zionts , K. Deb , Multiple cri-
teria decision making, multiattribute utility theory: recent accomplishments

and what lies ahead, Manage. Sci. 54 (7) (2008) 1336–1349 . 
[8] E.K. Zavadskas , Z. Turskis , Multiple criteria decision making (MCDM) methods

in economics: an overview, Technol. Econ. Dev. Econ. 17 (2) (2011) 397–427 . 
[9] J. Rezaei , Best-worst multi-criteria decision-making method, Omega 53 (2015)
49–57 . 

[10] S.I. Gass , A .A . Assad , An Annotated Timeline of Operations Research: An Infor-
mal History, Springer Science & Business Media, 2005 . 

[11] C.L. Hwang , K.S. Yoon , Multiple Attribute Decision Making, Springer, Berlin,
1981 . 

[12] K. Yoon , A reconciliation among discrete compromise solutions, J. Oper. Res.
Soc. 38 (3) (1987) 277–286 . 

[13] L. Duckstein , S. Opricovic , Multiobjective optimization in river basin develop-

ment, Water Resour. Res. 16 (1) (1980) 14–20 . 
[14] S. Opricovic , in: Multicriteria Optimization of Civil Engineering Systems, 2, Fac-

ulty of Civil Engineering, Belgrade, 1998, pp. 5–21 . 
[15] D. Julong , Introduction to grey system theory, J. Grey Syst. 1 (1) (1989) 1–24 . 

[16] B. Roy , Classement et choix en présence de points de vue multiples. Re-
vue française d’automatique, d’informatique et de recherche opérationnelle,

Recherche Opérationnelle 2 (1) (1968) 57–75 . 

[17] W. Cai , Extension theory and its application, Chin. Sci. Bull. 44 (17) (1999)
1538–1548 . 

[18] V. Keršuliene , E.K. Zavadskas , Z. Turskis , Selection of rational dispute resolution
method by applying new step-wise weight assessment ratio analysis (SWARA),

J. Bus. Econ. Manage. 11 (2) (2010) 243–258 . 
[19] T.L. Saaty , How to make a decision: the analytic hierarchy process, Eur. J. Oper.

Res. 48 (1) (1990) 9–26 . 

[20] T.L. Saaty , What is the Analytic Hierarchy Process? In Mathematical Models for
Decision Support, Springer Berlin Heidelberg, 1988 . 

[21] T.L. Satty , Decision Making with Dependence and Feedback: The Analytic Net-
work Process, RWS Publication, 1996 . 

[22] T.L. Saaty , Theory and Applications of the Analytic Network Process: Decision
Making with Benefits, Opportunities, Costs, and Risks, RWS publications, 2005 .

[23] L.A. Zadeh , Fuzzy sets, Inf. Control 8 (3) (1965) 338–353 . 

[24] R.E. Bellman , L.A. Zadeh , Decision-making in a fuzzy environment, Manage. Sci.
17 (4) (1970) B–141 . 

[25] R.A. Ribeiro , Fuzzy multiple attribute decision making: a review and new pref-
erence elicitation techniques, Fuzzy Sets Syst. 78 (2) (1996) 155–181 . 

[26] X. Zhang , Z. Xu , Soft computing based on maximizing consensus and fuzzy
TOPSIS approach to interval-valued intuitionistic fuzzy group decision making,

Appl. Soft Comput. 26 (2015) 42–56 . 
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