# Cameras that can learn
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Intelligent cameras could be one step closer thanks to a research collaboration between the Universities of Bristol and Manchester who have developed cameras that can learn and understand what they are seeing.

Roboticists and artificial intelligence (AI) researchers know there is a problem in how current systems sense and process the world.  Currently they are still combining sensors, like digital cameras that are designed for recording images, with computing devices like graphics processing units (GPUs) designed to accelerate graphics for video games.

This means AI systems perceive the world only after recording and transmitting visual information between sensors and processors. But many things that can be seen are often irrelevant for the task at hand, such as the detail of leaves on roadside trees as an autonomous car passes by. However, at the moment all this information is captured by sensors in meticulous detail and sent clogging the system with irrelevant data, consuming power and taking processing time. A different approach is necessary to enable efficient vision for intelligent machines.

Two papers from the Bristol and Manchester collaboration have shown how sensing and learning can be combined to create novel cameras for AI systems.

[Walterio Mayol-Cuevas](http://www.bristol.ac.uk/engineering/people/walterio-w-mayol-cuevas/index.html), Professor in Robotics, Computer Vision and Mobile Systems at the University of Bristol and principal investigator (PI), commented: "To create efficient perceptual systems we need to push the boundaries beyond the ways we have been following so far. We can borrow inspiration from the way natural systems process the visual world - we do not perceive everything - our eyes and our brains work together to make sense of the world and in some cases, the eyes themselves do processing to help the brain reduce what is not relevant."

This is demonstrated by the way the frog’s eye has detectors that spot fly-like objects, directly at the point where the images are sensed. The papers, one led by [Dr Laurie Bose](http://www.bristol.ac.uk/engineering/people/laurie-n-bose/overview.html) and the other by [Yanan Liu](http://www.bristol.ac.uk/engineering/people/427402/index.html) at Bristol, have revealed two refinements towards this goal. By implementing Convolutional Neural Networks (CNNs), a form of AI algorithm for enabling visual understanding, directly on the image plane. The CNNs the team has developed can classify frames at thousands of times per second, without ever having to record these images or send them down the processing pipeline. The researchers considered demonstrations of classifying handwritten numbers, hand gestures and even classifying plankton.

The research suggests a future with intelligent dedicated AI cameras - visual systems that can simply send high-level information to the rest of the system, such as the type of object or event taking place in front of the camera. This approach would make systems far more efficient and secure as no images need be recorded.

The work has been made possible thanks to the SCAMP architecture developed by [Piotr Dudek](https://www.research.manchester.ac.uk/portal/p.dudek.html), Professor of Circuits and Systems and PI from the University of Manchester, and his team.

The SCAMP is a camera-processor chip that the team describes as a Pixel Processor Array (PPA). A PPA has a processor embedded in each and every pixel which can communicate to each other to process in truly parallel form. This is ideal for CNNs and vision algorithms.

Professor Dudek said: "Integration of sensing, processing and memory at the pixel level is not only enabling high-performance, low-latency systems, but also promises low-power, highly efficient hardware.

"SCAMP devices can be implemented with footprints similar to current camera sensors, but with the ability to have a general-purpose massively parallel processor right at the point of image capture."

[Dr Tom Richardson](http://www.bristol.ac.uk/engineering/people/tom-s-richardson/index.html), Senior Lecturer in Flight Mechanics, at the University of Bristol and a member of the project has been integrating the SCAMP architecture with lightweight drones. He explained: "What is so exciting about these cameras is not only the newly emerging machine learning capability, but the speed at which they run and the lightweight configuration.

"They are absolutely ideal for high speed, highly agile aerial platforms that can literally learn on the fly!"

The research, funded by the [Engineering and Physical Sciences Research Council](https://epsrc.ukri.org/) (EPSRC), has shown that it is important to question the assumptions that are out there when AI systems are designed. And things that are often taken for granted, such as cameras, can and should be improved towards the goal of more efficient intelligent machines.

**Source:** <https://www.bristol.ac.uk/news/2020/october/scamp.html>.   
Bristol University.

**Let’s stop talking about “backups”**

Is your desktop backed up? Did you backup that server? Are your backups on a different machine?

Do you have offsite backups?

All good questions, all best practices.

But let’s stop talking about “backups.” Doing a backup is too low a bar. Any experienced system administrator will tell you that they have a great backup plan, the trouble comes when you have to *restore*.

And that’s when you discover that:

* The backed-up files were encrypted with a cryptographically-secure key, the only copy of which was on the machine that was lost
* The server had enormous amounts of configuration information stored in the IIS metabase which wasn’t backed up
* The backup files were being copied to a FAT partition and were silently being truncated to 2GB
* Your backups were on an LTO drive which was lost with the data center, and you can’t get another LTO drive for three days
* And a million other things that can go wrong even when you “have” “backups.”

The minimum bar for a reliable service is not that you have done a backup, but that you have done a *restore*. If you’re running a web service, you need to be able to show me that you can build a reasonably recent copy of the entire site, in a reasonable amount of time, on a new server or servers without ever accessing anything that was in the original data center. The bar is that you’ve done a *restore*.

Let’s stop asking people if they’re doing backups, and start asking if they’re doing restores.

https://www.joelonsoftware.com/2009/12/14/lets-stop-talking-about-backups/