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**Aim**

Implement KNN algorithm using python.

**Procedure**

# Example of making predictions

from math import sqrt

# calculate the Euclidean distance between two vectors

def euclidean\_distance(row1, row2):

  distance = 0.0

  for i in range(len(row1)-1):

    distance += (row1[i] - row2[i])\*\*2

  return sqrt(distance)

# Locate the most similar neighbors

def get\_neighbors(train, test\_row, num\_neighbors):

  distances = list()

  for train\_row in train:

    dist = euclidean\_distance(test\_row, train\_row)

    distances.append((train\_row, dist))

  distances.sort(key=lambda tup: tup[1])

  neighbors = list()

  for i in range(num\_neighbors):

    neighbors.append(distances[i][0])

  return neighbors

# Make a classification prediction with neighbors

def predict\_classification(train, test\_row, num\_neighbors):

  neighbors = get\_neighbors(train, test\_row, num\_neighbors)

  output\_values = [row[-1] for row in neighbors]

  prediction = max(set(output\_values), key=output\_values.count)

  return prediction

# Test distance function

dataset = [[2.7810836,2.550537003,0],

  [1.465489372,2.362125076,0],

  [3.396561688,4.400293529,0],

  [1.38807019,1.850220317,0],

  [3.06407232,3.005305973,0],

  [7.627531214,2.759262235,1],

  [5.332441248,2.088626775,1],

  [6.922596716,1.77106367,1],

  [8.675418651,-0.242068655,1],

  [7.673756466,3.508563011,1]]

prediction = predict\_classification(dataset, dataset[0], 3)

print('Expected %d, Got %d.' % (dataset[0][-1], prediction))
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**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARkAAAAmCAYAAADwS+/bAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAARnSURBVHhe7d09a9tAGAfwp/0OJhlaqIXoBzCBQCZlM52NdxsnQ+nsGu9xnMwhQ2K8R9VcPBSqoUto4g9QRAi00BB/CPXeZN3JL7EdXVvQ/wdHJet0p1N0j+9Oafvi/v4+JmVra0ttAQDk46X6EwDAihcxo7YBAHKHkQwAWIUgAwBWIcgAgFUIMgBgFYIMAFiFIAMAViHIAIBVCDIAYBWCDABYhSADAFYhyGjGfYeawUTtAUAeVgoyvPM5jpn+m8744FPT6dFY7f5Nk6Cp3ZOcr0G0a9P7PSG/6VDvRu2uyWq7oHBWHsl4p9d0d3c3TcNaSR0pqJse7bZdCtT9CA4HVGv6rHvngJXt7HXI9dP7fUKX5D+o4zbZbBcUE/9b2E+5PS7HjU+Pai/j+1FcLpfjo+9qP36MrxrluNy4YlsMP358Gz9+aoh8PJllqfzqGM+bpZ/Lk6zrNj7SPktTI776LU4TzHOP2Fm6TN0sLWynQZ5n5P19FTcydW9mTtkzMm1P7jU/wn5WenuS9O/bBUX1/CDDyI4sO7DY1h76JAhNg0fmoRWdYhpYZh9yvey5RHkLjou602PZazPrfrqdKd7J9Y6Xdvo02G7oyU6dvUdy3wzO8rP1r8Viu6CwVp4uhe1dbZ5uzvdLtaEYVp8FPl22ifq9OhmTKa9P152K3N7ep6oXUvSL74xpdNGiIDnGzqq/b1H4+asano9ZeSG1/C4lOdYx/jIwzi3VPlArHNFXPu148OnMqHsTcu3DcWpEbGoTHBJF93lOLJLyeWrK6dLNJXXCFn2YTlfZPev1ybsY5bh2YrtdUCQbr8l0d9QBpdIJyG13KDo9ofq2+nAJ8dA+RBQRm/NrwcupD1QORhz3yH2l9tcyoegH0aCulc06jVb6M4XU2dul6H1yP2R97ps816pYABny8gNqqU8Ez6XXajN/f6NdUCQ5vcLm33z8W48Hmt2V3mqkDy0bTWjBS6ShGgltu+SKPJtraYunMg1XCoLLvSbXk4E3DbY/KQo3DYga0eaQRt+WjBzCiNWm+RWxM/JgsV1QWLkEmUnwkTrUp4OdCnX9Fhs9LH7tKfKy4X6VP8Ri6sRGMv1FuStUPWTfrN0lbzdEpxzQaCawlWj/nbf4WjLn8de2tQu5/TRZdtj+OH3jMwnOaOBVaV8PYMlr6LXezlTo4NQs27BTZWGZT02TElmAPx+wwHCgTSlL5L5lo7gv606gVmwXf/vF27Xw5wagUWszS817Y5EsPMqFWX2xUC1EJguuycLvNGUXaZP8acouvmbrn1mENOowF03l9Wnnz1uU5ulYvgFbbeFXMsrWy53K3It1zNy3+QuyIhmLvgkzT67tSq5tbr0AJvv/kDj/1jt36TqZAhUM/0XG2o9+YdsPkNOaDMxQUwoEGCg6BBlbdrrmIjZAQeH/XQIAqzCSAQCrEGQAwCoEGQCwCkEGAKxCkAEAqxBkAMAqBBkAsApBBgCsQpABAKsQZADAKgQZALCI6A/nM0ZNASiOxgAAAABJRU5ErkJggg==)**