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# 1. Objectifs de la Phase 3

Cette phase a pour objectif de mettre en œuvre une supervision complète de l'infrastructure à l'aide de Prometheus, Node Exporter et Grafana. L'ensemble est automatisé via Ansible et permet une visibilité en temps réel sur l'état de santé des machines, ainsi que la gestion des alertes.

# 2. Architecture de Supervision

L'architecture repose sur les composants suivants :  
- Prometheus : serveur de collecte des métriques  
- Node Exporter : agent installé sur chaque machine pour exposer les métriques système  
- Grafana : interface graphique pour visualiser les métriques et alertes  
- Dashboards : préconfigurés pour un affichage immédiat des données pertinentes

# 3. Déploiement Automatisé avec Ansible

Les rôles Ansible utilisés sont les suivants :

- `prometheus\_server` : installation de Prometheus

- `node\_exporter` : déploiement des agents

- `grafana` : installation de Grafana, provisionnement des dashboards

Les playbooks correspondants sont :

- `install\_prometheus.yml`

- `install\_node\_exporter.yml`

- `install\_grafana.yml`

# 4. Dashboards Grafana

Les dashboards suivants sont automatiquement importés dans Grafana :

- Node Exporter Full

- Network Traffic per Interface

- Alertmanager Status

- Pingouinverse Summary

# 5. Instructions de Déploiement

1. Modifier votre fichier `inventory.ini` pour y inclure le groupe `[prometheus]`.

2. Lancer les playbooks suivants dans cet ordre :

- `ansible-playbook -i inventory.ini install\_prometheus.yml`

- `ansible-playbook -i inventory.ini install\_node\_exporter.yml`

- `ansible-playbook -i inventory.ini install\_grafana.yml`

3. Accéder aux interfaces :

- Prometheus : http://<ip\_prometheus>:9090

- Grafana : http://<ip\_prometheus>:3000 (admin / admin)

# 6. Validation des objectifs

L'ensemble de la phase 3 est couverte, avec une supervision complète, temps réel, et personnalisée.

Les objectifs du cahier des charges sont atteints, avec une base solide pour ajouter Alertmanager ou une rétention Prometheus étendue.