LOGISTIC REGRESSION VERKHOVOD

# Download the data

set.seed(123)  
setwd('C:/Users/VerkhovodTS/Desktop/clas')  
f <- read.csv2('clients.csv', header = TRUE, encoding = 'UNICOD')

Висновок: використані дані про наявність прострочених платежів по кредиту.

# Statistics

## Descriptive statistics

library (psych)

## Warning: package 'psych' was built under R version 3.6.3

describe(f)

## vars n mean sd median trimmed  
## LOAN\_AMOUNT 1 4000 21470.59 20885.55 16816.14 17493.79  
## BRANCH\_REGION\* 2 4000 11.22 4.97 12.00 11.48  
## CLIENT\_GENDER\* 3 4000 1.49 0.50 1.00 1.49  
## CLIENT\_FAMILYSTATUS\* 4 4000 4.54 1.11 5.00 4.68  
## CLIENT\_TOTALEXPERIENCE 5 4000 18.93 12.30 17.00 18.24  
## CLIENT\_EDUCATION\* 6 4000 3.75 2.31 5.00 3.81  
## CLIENT\_ACTIVITYTYPE\* 7 4000 4.32 1.59 4.00 4.42  
## CLIENT\_TOGETHER.INCOME 8 4000 10062.58 14185.66 7000.00 7404.52  
## LOAN\_OUTSTANDINGLOANSCOUNT 9 4000 3.01 2.48 2.00 2.67  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 10 4000 1.69 0.46 2.00 1.73  
## EMPLOYMENTTYPE\* 11 4000 2.22 0.84 2.00 2.00  
## LOAN.TERM 12 4000 794.45 341.65 729.00 803.05  
## ZODIAC\* 13 4000 6.25 3.44 6.00 6.21  
## ZODIAC\_CHINA\* 14 4000 6.62 3.43 7.00 6.65  
## AGE 15 4000 40.78 13.27 40.00 40.25  
## CHANGE.WORK\* 16 4000 1.16 0.36 1.00 1.07  
## REAL\_ESTATE\* 17 4000 1.39 0.49 1.00 1.36  
## CAR\* 18 4000 1.91 0.29 2.00 2.00  
## DELAY\* 19 4000 1.58 0.49 2.00 1.60  
## mad min max range skew kurtosis  
## LOAN\_AMOUNT 14958.96 1000.0 116822.4 115822.4 2.75 8.55  
## BRANCH\_REGION\* 4.45 1.0 19.0 18.0 -0.46 -0.77  
## CLIENT\_GENDER\* 0.00 1.0 2.0 1.0 0.03 -2.00  
## CLIENT\_FAMILYSTATUS\* 1.48 1.0 6.0 5.0 -1.37 2.15  
## CLIENT\_TOTALEXPERIENCE 14.83 0.1 52.0 51.9 0.38 -0.97  
## CLIENT\_EDUCATION\* 1.48 1.0 6.0 5.0 -0.25 -1.82  
## CLIENT\_ACTIVITYTYPE\* 2.97 1.0 7.0 6.0 -0.30 -1.14  
## CLIENT\_TOGETHER.INCOME 3203.57 1800.0 249464.5 247664.5 7.04 71.88  
## LOAN\_OUTSTANDINGLOANSCOUNT 1.48 0.0 21.0 21.0 1.85 5.89  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 0.00 1.0 2.0 1.0 -0.80 -1.36  
## EMPLOYMENTTYPE\* 0.00 1.0 5.0 4.0 2.72 6.48  
## LOAN.TERM 541.15 60.0 2007.0 1947.0 -0.16 -1.12  
## ZODIAC\* 4.45 1.0 12.0 11.0 0.08 -1.18  
## ZODIAC\_CHINA\* 4.45 1.0 12.0 11.0 -0.06 -1.20  
## AGE 16.31 21.0 69.0 48.0 0.25 -1.06  
## CHANGE.WORK\* 0.00 1.0 2.0 1.0 1.89 1.57  
## REAL\_ESTATE\* 0.00 1.0 2.0 1.0 0.47 -1.78  
## CAR\* 0.00 1.0 2.0 1.0 -2.87 6.24  
## DELAY\* 0.00 1.0 2.0 1.0 -0.31 -1.91  
## se  
## LOAN\_AMOUNT 330.23  
## BRANCH\_REGION\* 0.08  
## CLIENT\_GENDER\* 0.01  
## CLIENT\_FAMILYSTATUS\* 0.02  
## CLIENT\_TOTALEXPERIENCE 0.19  
## CLIENT\_EDUCATION\* 0.04  
## CLIENT\_ACTIVITYTYPE\* 0.03  
## CLIENT\_TOGETHER.INCOME 224.29  
## LOAN\_OUTSTANDINGLOANSCOUNT 0.04  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 0.01  
## EMPLOYMENTTYPE\* 0.01  
## LOAN.TERM 5.40  
## ZODIAC\* 0.05  
## ZODIAC\_CHINA\* 0.05  
## AGE 0.21  
## CHANGE.WORK\* 0.01  
## REAL\_ESTATE\* 0.01  
## CAR\* 0.00  
## DELAY\* 0.01

Висновок: кількість спостережень – 4000, кількість змінних – 19, з них якісних – 13, кількісних – 6. Пропущених значень немає. Викиди мають змінні: LOAN\_AMOUNT, CLIENT\_TOGETHER.INCOME, LOAN\_OUTSTANDINGLOANSCOUNT

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 3.6.3

##   
## Attaching package: 'ggplot2'

## The following objects are masked from 'package:psych':  
##   
## %+%, alpha

par(mfrow = c(1,6))  
boxplot(f$LOAN\_AMOUNT)  
boxplot(f$CLIENT\_TOTALEXPERIENCE)  
boxplot(f$CLIENT\_TOGETHER.INCOME)  
boxplot(f$LOAN\_OUTSTANDINGLOANSCOUNT)  
boxplot(f$LOAN.TERM)  
boxplot(f$AGE)

![](data:image/png;base64,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)

Висновок: Викиди мають змінні: LOAN\_AMOUNT, CLIENT\_TOGETHER.INCOME, LOAN\_OUTSTANDINGLOANSCOUNT

## Ejections (outside the three sigma)

f\_ej <- f  
f\_ej$LOAN\_AMOUNT<- ifelse(f$LOAN\_AMOUNT < mean(f$LOAN\_AMOUNT)+sd(f$LOAN\_AMOUNT)\*3, f$LOAN\_AMOUNT, mean(f$LOAN\_AMOUNT)+sd(f$LOAN\_AMOUNT)\*3)  
f\_ej$CLIENT\_TOGETHER.INCOME<- ifelse(f$CLIENT\_TOGETHER.INCOME < mean(f$CLIENT\_TOGETHER.INCOME)+sd(f$CLIENT\_TOGETHER.INCOME)\*3, f$CLIENT\_TOGETHER.INCOME, mean(f$CLIENT\_TOGETHER.INCOME)+sd(f$CLIENT\_TOGETHER.INCOME)\*3)  
f\_ej$LOAN\_OUTSTANDINGLOANSCOUNT<- ifelse(f$LOAN\_OUTSTANDINGLOANSCOUNT < mean(f$LOAN\_OUTSTANDINGLOANSCOUNT)+sd(f$LOAN\_OUTSTANDINGLOANSCOUNT)\*3, f$LOAN\_OUTSTANDINGLOANSCOUNT, mean(f$LOAN\_OUTSTANDINGLOANSCOUNT)+sd(f$LOAN\_OUTSTANDINGLOANSCOUNT)\*3)  
describe(f\_ej)

## vars n mean sd median trimmed  
## LOAN\_AMOUNT 1 4000 20653.71 17666.41 16816.14 17493.79  
## BRANCH\_REGION\* 2 4000 11.22 4.97 12.00 11.48  
## CLIENT\_GENDER\* 3 4000 1.49 0.50 1.00 1.49  
## CLIENT\_FAMILYSTATUS\* 4 4000 4.54 1.11 5.00 4.68  
## CLIENT\_TOTALEXPERIENCE 5 4000 18.93 12.30 17.00 18.24  
## CLIENT\_EDUCATION\* 6 4000 3.75 2.31 5.00 3.81  
## CLIENT\_ACTIVITYTYPE\* 7 4000 4.32 1.59 4.00 4.42  
## CLIENT\_TOGETHER.INCOME 8 4000 9288.06 8925.54 7000.00 7404.52  
## LOAN\_OUTSTANDINGLOANSCOUNT 9 4000 2.96 2.28 2.00 2.67  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 10 4000 1.69 0.46 2.00 1.73  
## EMPLOYMENTTYPE\* 11 4000 2.22 0.84 2.00 2.00  
## LOAN.TERM 12 4000 794.45 341.65 729.00 803.05  
## ZODIAC\* 13 4000 6.25 3.44 6.00 6.21  
## ZODIAC\_CHINA\* 14 4000 6.62 3.43 7.00 6.65  
## AGE 15 4000 40.78 13.27 40.00 40.25  
## CHANGE.WORK\* 16 4000 1.16 0.36 1.00 1.07  
## REAL\_ESTATE\* 17 4000 1.39 0.49 1.00 1.36  
## CAR\* 18 4000 1.91 0.29 2.00 2.00  
## DELAY\* 19 4000 1.58 0.49 2.00 1.60  
## mad min max range skew kurtosis  
## LOAN\_AMOUNT 14958.96 1000.0 84127.24 83127.24 2.12 4.96  
## BRANCH\_REGION\* 4.45 1.0 19.00 18.00 -0.46 -0.77  
## CLIENT\_GENDER\* 0.00 1.0 2.00 1.00 0.03 -2.00  
## CLIENT\_FAMILYSTATUS\* 1.48 1.0 6.00 5.00 -1.37 2.15  
## CLIENT\_TOTALEXPERIENCE 14.83 0.1 52.00 51.90 0.38 -0.97  
## CLIENT\_EDUCATION\* 1.48 1.0 6.00 5.00 -0.25 -1.82  
## CLIENT\_ACTIVITYTYPE\* 2.97 1.0 7.00 6.00 -0.30 -1.14  
## CLIENT\_TOGETHER.INCOME 3203.57 1800.0 52619.55 50819.55 3.53 13.42  
## LOAN\_OUTSTANDINGLOANSCOUNT 1.48 0.0 10.44 10.44 1.19 1.32  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 0.00 1.0 2.00 1.00 -0.80 -1.36  
## EMPLOYMENTTYPE\* 0.00 1.0 5.00 4.00 2.72 6.48  
## LOAN.TERM 541.15 60.0 2007.00 1947.00 -0.16 -1.12  
## ZODIAC\* 4.45 1.0 12.00 11.00 0.08 -1.18  
## ZODIAC\_CHINA\* 4.45 1.0 12.00 11.00 -0.06 -1.20  
## AGE 16.31 21.0 69.00 48.00 0.25 -1.06  
## CHANGE.WORK\* 0.00 1.0 2.00 1.00 1.89 1.57  
## REAL\_ESTATE\* 0.00 1.0 2.00 1.00 0.47 -1.78  
## CAR\* 0.00 1.0 2.00 1.00 -2.87 6.24  
## DELAY\* 0.00 1.0 2.00 1.00 -0.31 -1.91  
## se  
## LOAN\_AMOUNT 279.33  
## BRANCH\_REGION\* 0.08  
## CLIENT\_GENDER\* 0.01  
## CLIENT\_FAMILYSTATUS\* 0.02  
## CLIENT\_TOTALEXPERIENCE 0.19  
## CLIENT\_EDUCATION\* 0.04  
## CLIENT\_ACTIVITYTYPE\* 0.03  
## CLIENT\_TOGETHER.INCOME 141.13  
## LOAN\_OUTSTANDINGLOANSCOUNT 0.04  
## LOAN\_OVERDUE\_EXIST\_FLAG\* 0.01  
## EMPLOYMENTTYPE\* 0.01  
## LOAN.TERM 5.40  
## ZODIAC\* 0.05  
## ZODIAC\_CHINA\* 0.05  
## AGE 0.21  
## CHANGE.WORK\* 0.01  
## REAL\_ESTATE\* 0.01  
## CAR\* 0.00  
## DELAY\* 0.01

f <- f\_ej

Висновок: для корекції викидів обраний варіант заповнення граничними значеннями.

## Factors as numeric

f$BRANCH\_REGION <- as.numeric(as.factor(f$BRANCH\_REGION))-1  
f$CLIENT\_GENDER <- as.numeric(as.factor(f$CLIENT\_GENDER))-1  
f$CLIENT\_FAMILYSTATUS <- as.numeric(as.factor(f$CLIENT\_FAMILYSTATUS))-1  
f$CLIENT\_EDUCATION <- as.numeric(as.factor(f$CLIENT\_EDUCATION))-1  
f$CLIENT\_ACTIVITYTYPE <- as.numeric(as.factor(f$CLIENT\_ACTIVITYTYPE))-1  
f$LOAN\_OVERDUE\_EXIST\_FLAG <- as.numeric(as.factor(f$LOAN\_OVERDUE\_EXIST\_FLAG))-1  
f$EMPLOYMENTTYPE <- as.numeric(as.factor(f$EMPLOYMENTTYPE))-1  
f$ZODIAC <- as.numeric(as.factor(f$ZODIAC))-1  
f$ZODIAC\_CHINA <- as.numeric(as.factor(f$ZODIAC\_CHINA))-1  
f$CHANGE.WORK <- as.numeric(as.factor(f$CHANGE.WORK))-1  
f$REAL\_ESTATE <- as.numeric(as.factor(f$REAL\_ESTATE))-1  
f$CAR <- as.numeric(as.factor(f$CAR))-1  
f$DELAY <- as.numeric(as.factor(f$DELAY))-1

Висновок: якісні показники були перведені у кількісні. (DELAY=1-немає заборгованості,DELAY=0 - є забаргованість)

## Features Scaling

sc <- f[,c('LOAN\_AMOUNT','CLIENT\_TOTALEXPERIENCE', 'CLIENT\_TOGETHER.INCOME', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM', 'AGE')]   
sc <- scale(sc)   
f$LOAN\_AMOUNT <- sc[,c('LOAN\_AMOUNT')]   
f$CLIENT\_TOTALEXPERIENCE <- sc[,c('CLIENT\_TOTALEXPERIENCE')]   
f$CLIENT\_TOGETHER.INCOME <- sc[,c('CLIENT\_TOGETHER.INCOME')]   
f$LOAN\_OUTSTANDINGLOANSCOUNT <- sc[,c('LOAN\_OUTSTANDINGLOANSCOUNT')]   
f$LOAN.TERM <- sc[,c('LOAN.TERM')]   
f$AGE <- sc[,c('AGE')]   
head (f)

## LOAN\_AMOUNT BRANCH\_REGION CLIENT\_GENDER CLIENT\_FAMILYSTATUS  
## 1 -0.8167841 13 0 0  
## 2 -0.2172241 13 0 3  
## 3 -0.2883178 10 0 5  
## 4 -0.8518048 13 1 4  
## 5 -0.2172241 13 1 4  
## 6 -0.5591318 10 0 1  
## CLIENT\_TOTALEXPERIENCE CLIENT\_EDUCATION CLIENT\_ACTIVITYTYPE  
## 1 0.98171167 5 3  
## 2 -1.29541941 4 5  
## 3 0.08712446 0 5  
## 4 0.81905945 5 3  
## 5 0.90038556 5 5  
## 6 0.90038556 5 3  
## CLIENT\_TOGETHER.INCOME LOAN\_OUTSTANDINGLOANSCOUNT LOAN\_OVERDUE\_EXIST\_FLAG  
## 1 -0.6204727 -0.4216415 0  
## 2 -0.5420461 0.8928558 1  
## 3 -0.1443111 -1.2979730 0  
## 4 -0.7997336 -0.8598072 1  
## 5 -0.3683872 -0.4216415 0  
## 6 -0.6484823 -0.8598072 1  
## EMPLOYMENTTYPE LOAN.TERM ZODIAC ZODIAC\_CHINA AGE CHANGE.WORK  
## 1 1 -1.2599295 7 9 0.31818129 0  
## 2 1 0.8796904 1 10 -1.41516066 0  
## 3 4 -1.2599295 11 1 0.01673052 0  
## 4 0 0.8796904 11 9 0.31818129 0  
## 5 1 0.8796904 5 11 0.99644554 0  
## 6 1 -0.1915831 7 3 0.61963207 0  
## REAL\_ESTATE CAR DELAY  
## 1 1 1 1  
## 2 1 1 1  
## 3 0 1 1  
## 4 0 1 0  
## 5 0 1 1  
## 6 0 1 0

Висновок: було проведене попереднє шкалювання кількісних змінних.

# Splitting the scaled dataset into the TRAIN set and TEST set

set.seed(123)  
library(caTools)

## Warning: package 'caTools' was built under R version 3.6.3

split = sample.split(f$DELAY, SplitRatio = 0.8)  
f\_train = subset(f, split == TRUE)  
f\_test = subset(f, split == FALSE)

Висновок: підготований датасет розділено на навчальну та тестову вибірки.

# Fitting (Benchmark model)

class\_lr <- glm(DELAY ~ ., f\_train, family = binomial)  
summary(class\_lr)

##   
## Call:  
## glm(formula = DELAY ~ ., family = binomial, data = f\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4550 -0.9644 0.4638 0.8958 2.2703   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.200442 0.282055 0.711 0.477302   
## LOAN\_AMOUNT -0.150129 0.064223 -2.338 0.019407 \*   
## BRANCH\_REGION 0.064421 0.008240 7.818 5.35e-15 \*\*\*  
## CLIENT\_GENDER -0.412213 0.085968 -4.795 1.63e-06 \*\*\*  
## CLIENT\_FAMILYSTATUS 0.182349 0.038075 4.789 1.67e-06 \*\*\*  
## CLIENT\_TOTALEXPERIENCE 0.365244 0.110523 3.305 0.000951 \*\*\*  
## CLIENT\_EDUCATION -0.104014 0.018650 -5.577 2.44e-08 \*\*\*  
## CLIENT\_ACTIVITYTYPE -0.091224 0.026282 -3.471 0.000519 \*\*\*  
## CLIENT\_TOGETHER.INCOME 0.008986 0.064343 0.140 0.888936   
## LOAN\_OUTSTANDINGLOANSCOUNT -0.411516 0.047830 -8.604 < 2e-16 \*\*\*  
## LOAN\_OVERDUE\_EXIST\_FLAG -0.141648 0.095045 -1.490 0.136138   
## EMPLOYMENTTYPE 0.136471 0.060885 2.241 0.024997 \*   
## LOAN.TERM -0.516033 0.049166 -10.496 < 2e-16 \*\*\*  
## ZODIAC -0.011627 0.011825 -0.983 0.325453   
## ZODIAC\_CHINA -0.004746 0.012156 -0.390 0.696242   
## AGE 0.325639 0.110565 2.945 0.003227 \*\*   
## CHANGE.WORK 0.328041 0.115440 2.842 0.004488 \*\*   
## REAL\_ESTATE 0.145820 0.089663 1.626 0.103882   
## CAR -0.427739 0.156248 -2.738 0.006189 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 4362.0 on 3199 degrees of freedom  
## Residual deviance: 3558.8 on 3181 degrees of freedom  
## AIC: 3596.8  
##   
## Number of Fisher Scoring iterations: 4

Висновок: значущими змінними є BRANCH\_REGION, CLIENT\_GENDER, CLIENT\_FAMILYSTATUS, CLIENT\_TOTALEXPERIENCE, CLIENT\_EDUCATION,CLIENT\_ACTIVITYTYPE, LOAN\_OUTSTANDINGLOANSCOUNT та LOAN.TERM.

## Optimized model

class\_opt <- glm(DELAY ~ BRANCH\_REGION+CLIENT\_GENDER+CLIENT\_FAMILYSTATUS+CLIENT\_TOTALEXPERIENCE+CLIENT\_EDUCATION+CLIENT\_ACTIVITYTYPE+LOAN\_OUTSTANDINGLOANSCOUNT+LOAN.TERM, f\_train, family = binomial)  
summary(class\_opt)

##   
## Call:  
## glm(formula = DELAY ~ BRANCH\_REGION + CLIENT\_GENDER + CLIENT\_FAMILYSTATUS +   
## CLIENT\_TOTALEXPERIENCE + CLIENT\_EDUCATION + CLIENT\_ACTIVITYTYPE +   
## LOAN\_OUTSTANDINGLOANSCOUNT + LOAN.TERM, family = binomial,   
## data = f\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4762 -0.9787 0.4798 0.9031 2.2430   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.116914 0.193097 -0.605 0.544870   
## BRANCH\_REGION 0.067386 0.008141 8.278 < 2e-16 \*\*\*  
## CLIENT\_GENDER -0.430401 0.082238 -5.234 1.66e-07 \*\*\*  
## CLIENT\_FAMILYSTATUS 0.178147 0.037505 4.750 2.04e-06 \*\*\*  
## CLIENT\_TOTALEXPERIENCE 0.630014 0.044165 14.265 < 2e-16 \*\*\*  
## CLIENT\_EDUCATION -0.099724 0.017841 -5.590 2.28e-08 \*\*\*  
## CLIENT\_ACTIVITYTYPE -0.092375 0.025217 -3.663 0.000249 \*\*\*  
## LOAN\_OUTSTANDINGLOANSCOUNT -0.413691 0.042767 -9.673 < 2e-16 \*\*\*  
## LOAN.TERM -0.572440 0.043471 -13.168 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 4362.0 on 3199 degrees of freedom  
## Residual deviance: 3597.1 on 3191 degrees of freedom  
## AIC: 3615.1  
##   
## Number of Fisher Scoring iterations: 4

Висновок: всі змінні оптимізованої моделі є значущими.

# Predicting

p <- predict(class\_opt, f\_test[, c('BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')], type = 'response')  
y <- ifelse(p > 0.5, 1, 0)

Висновок: розраховані ймовірності віднесення об’єктів до кожного з двох класів (вектор р), визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test[, 'DELAY'], y > 0.5)  
print(cm)

##   
## FALSE TRUE  
## 0 203 136  
## 1 91 370

Висновок: точність моделі - 71,63 %, частка невірно класифікованих випадків – 28.38 %. Чутливість моделі – 80.26 %, специфічність – 59.88%, тобто модель більш чутлива до виявлення позитивних випадків (клієнтів, що не мають прострочки).

## ROC

library(ROCR)

## Warning: package 'ROCR' was built under R version 3.6.3

pref <- prediction(p, f\_test$DELAY)  
perf <- performance(pref, "tpr", "fpr")  
plot(perf)

![](data:image/png;base64,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) Висновок: ROC-крива показує співвідношення істинно-позитивних і хибно-позитивних випадків. Вона свідчить про середню якість моделі.

# Write prepared data to the file

write.csv2(f\_train, file = "clients\_train.csv")  
write.csv2(f\_test, file = "clients\_test.csv")

Висновок: навчальна та тестова вибірки збережені в окремих файлах.

# K-Nearest Neighbors (K-NN)

# Fitting & predicting

library(class)  
y = knn(train = f\_train[,c( 'BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')],  
 test = f\_test[,c( 'BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')],  
 cl = f\_train[, 'DELAY'],  
 k = 30,  
 prob = TRUE)

Висновок: і навчання, і прогнозування за моделлю k найближчих сусідів здійснюється однією функцією. У результаті отримуємо вектор класів об’єктів.

## Confusion Matrix

cm1 = table(f\_test[, 'DELAY'], y == '1')  
print(cm1)

##   
## FALSE TRUE  
## 0 205 134  
## 1 83 378

Висновок: точність моделі – 72,5 %, частка невірно класифікованих випадків – 27,5 %. Чутливість – 82,43 %, специфічність – 59,00 %, тобто модель більш чутлива до виявлення позитивних випадків (кредиторів, що не мають прострочки).

# Fitting SVM model

# install.packages('e1071')  
library(e1071)

## Warning: package 'e1071' was built under R version 3.6.3

class\_svm\_l = svm(DELAY ~BRANCH\_REGION+CLIENT\_GENDER+CLIENT\_FAMILYSTATUS+CLIENT\_TOTALEXPERIENCE+CLIENT\_EDUCATION+CLIENT\_ACTIVITYTYPE+LOAN\_OUTSTANDINGLOANSCOUNT+LOAN.TERM, data = f\_train, kernel = 'linear')  
summary(class\_svm\_l)

##   
## Call:  
## svm(formula = DELAY ~ BRANCH\_REGION + CLIENT\_GENDER + CLIENT\_FAMILYSTATUS +   
## CLIENT\_TOTALEXPERIENCE + CLIENT\_EDUCATION + CLIENT\_ACTIVITYTYPE +   
## LOAN\_OUTSTANDINGLOANSCOUNT + LOAN.TERM, data = f\_train, kernel = "linear")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: linear   
## cost: 1   
## gamma: 0.125   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 2980

Висновок: для навчання базової моделі, заснованої на методі опорних векторів, вибрано лінійне ядро.

# Predicting

p <- predict(class\_svm\_l, f\_test[, c( 'BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')])  
y <- ifelse(p > 0.5, 1, 0)

Висновок: визначено класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test[, 'DELAY'], y)  
print(cm)

## y  
## 0 1  
## 0 206 133  
## 1 97 364

Висновок: точність моделі – 71.25 %, частка невірно класифікованих випадків – 28.75 %. Чутливість 78.96 %, специфічність – 60.77 %, тобто модель більш чутлива до виявлення позитивних випадків (кредиторів, що не мають прострочки).

# Fitting RBF-kernel model

# install.packages('e1071')  
library(e1071)  
class\_svm\_r = svm(DELAY ~ BRANCH\_REGION+CLIENT\_GENDER+CLIENT\_FAMILYSTATUS+CLIENT\_TOTALEXPERIENCE+CLIENT\_EDUCATION+CLIENT\_ACTIVITYTYPE+LOAN\_OUTSTANDINGLOANSCOUNT+LOAN.TERM, data = f\_train, kernel = 'radial')  
summary(class\_svm\_r)

##   
## Call:  
## svm(formula = DELAY ~ BRANCH\_REGION + CLIENT\_GENDER + CLIENT\_FAMILYSTATUS +   
## CLIENT\_TOTALEXPERIENCE + CLIENT\_EDUCATION + CLIENT\_ACTIVITYTYPE +   
## LOAN\_OUTSTANDINGLOANSCOUNT + LOAN.TERM, data = f\_train, kernel = "radial")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: radial   
## cost: 1   
## gamma: 0.125   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 2439

Висновок: для навчання моделі, заснованої на методі опорних векторів, вибрано нелінійне ядро.

# Predicting

p <- predict(class\_svm\_r, f\_test[, c('BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')])  
y <- ifelse(p > 0.5, 1, 0)

Висновок: визначені класи об’єктів (вектор у).

## Confusion Matrix

cm2 = table(f\_test[, 'DELAY'], y)  
print(cm2)

## y  
## 0 1  
## 0 203 136  
## 1 87 374

Висновок: точність моделі 72.13 %, частка невірно класифікованих випадків – 27.88 %. Чутливість – 81.13 %, специфічність – 59.88 %, тобто модель більш чутлива до виявлення позитивних випадків (кредиторів, що не мають прострочки).

# Naive Bayes

# Fitting

# install.packages('e1071')  
library(e1071)  
f\_train$DELAY <- as.factor(f\_train$DELAY)  
f\_test$DELAY <- as.factor(f\_test$DELAY)  
class\_nb = naiveBayes(DELAY ~ BRANCH\_REGION + CLIENT\_GENDER + CLIENT\_FAMILYSTATUS +   
 CLIENT\_TOTALEXPERIENCE + CLIENT\_EDUCATION + CLIENT\_ACTIVITYTYPE + LOAN\_OUTSTANDINGLOANSCOUNT +   
 LOAN.TERM, data = f\_train)

Висновок: для навчання моделі використано функцію naiveBayes

# Predicting

y <- predict(class\_nb, f\_test[, c('BRANCH\_REGION', 'CLIENT\_GENDER', 'CLIENT\_FAMILYSTATUS', 'CLIENT\_TOTALEXPERIENCE', 'CLIENT\_EDUCATION', 'CLIENT\_ACTIVITYTYPE', 'LOAN\_OUTSTANDINGLOANSCOUNT', 'LOAN.TERM')])

Висновок: визначено класи об’єктів (вектор у).

## Confusion Matrix

cm3 = table(f\_test[, 'DELAY'], y)  
print(cm3)

## y  
## 0 1  
## 0 193 146  
## 1 94 367

Висновок: точність моделі – 70.00 %, частка невірно класифікованих випадків – 30.00 %. Чутливість – 79.61 %, специфічність – 56.93 %, тобто модель більш чутлива до виявлення позитивних випадків (кредиторів, що не мають прострочки).