How to Use NTttcp to Test Network Performance

August 18, 2016

Abstract

NTttcp is a multithreaded, asynchronous application that sends and receives data between two or more endpoints and reports the network performance for the duration of the transfer. This paper is a summary of how to use NTttcp.

NTttcp is essentially a Winsock-based port of the [ttcp](http://en.wikipedia.org/wiki/Ttcp) tool that measures networking performance in terms of bytes transferred per second and CPU cycles per byte. Because it can be difficult to diagnose a system’s overall performance without dividing the system into smaller subsystems, NTttcp allows users to narrow the focus of their testing and investigation to just the networking subsystem.
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# Introduction

NTttcp is a multithreaded, asynchronous application that sends and receives data between two or more endpoints and reports the network performance for the duration of the transfer. It is essentially a Winsock-based port of the [ttcp](http://en.wikipedia.org/wiki/Ttcp) tool that measures networking performance in terms of bytes transferred per second and CPU cycles per byte. Because it can be difficult to diagnose a system’s overall performance without dividing the system into smaller subsystems, NTttcp allows users to narrow the focus of their testing and investigation to just the networking subsystem.

NTttcp measures a system’s networking performance for both Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) traffic. The application can be configured in many ways, including:

* Setting software affinity for threads to a specified processor index.
* Specifying asynchronous or synchronous data transfers.
* Specifying data verification at the application level for a predetermined pattern in the application buffers.
* Sending and receiving traffic from multiple Internet Protocol (IP) addresses with single command.
* Supporting IPv6 performance testing.
* Supporting UDP performance testing.
* Supporting time-driven testing.

This paper provides a summary of how to use NTttcp to test network performance. For more discussion of network performance testing in general, and ttcp and NTttcp in particular, see “Resources” at the end of this paper.

# How to Use NTttcp

The application that is included in the download package is named Ntttcp.exe. To use NTttcp to measure networking performance:

1. Run NTttcp.exe with the **-r** option on the receiving machine first. It should open a listening socket with a default port number of 5001.

2. Run NTttcp.exe with the **-s** option on the sending machine.

You must have at least 1 sender process and 1 receiver process. You can have multiple sender processes, or multiple receiver processes. Processes can be started on the same machine or separate machines. For a good starting point for a one-to-one test on a low-latency configuration, see “NTttcp Examples” later in this paper.

The following are some usage guidelines.

#### Firewall Settings

Make sure that the NTttcp network traffic can pass the firewall on your test computers by specifying a firewall exception for the program name. If you don’t do this, the program will fail with a connect failure.

#### Port Numbers

Each receiver NTttcp.exe process will listen for connections on 1 or more ports. The port range start at 5001 by default. Each connection from sender NTttcp.exe processes will be made to a different receiver port. For example, if the sender uses 6 threads to transfer data to two physical receivers with 3 threads each, the first client may receive data on ports 5001 through 5003. The second receiver may start with a port offset of 5004 and receive data on ports 5004 through 5006. In addition, NTttcp.exe may use ports for control connections between processes.

#### Data Transfer Mode

By default, NTttcp uses synchronous data transfer. However, you usually obtain the best network performance by transferring data asynchronously.

Data transfer is controlled by the **-a** option, as follows:

* For asynchronous data transfer, you must explicitly set the **‑a** option for both the sender and receiver.

The value you assign to **‑a** specifies the number of posted overlapped buffers to be used. If you set the **‑a** option but do not assign a value, the application uses two posted overlapped buffers per thread for sending and receiving data.

* If you do not set the **‑a** option, then the data transfer is synchronous.

**Tip:** The default value of two posted overlapped buffers should be sufficient for most asynchronous data transfer scenarios. We recommend that you increase the number of posted overlapped buffers for the receiver to ensure that the application has enough posted buffers for incoming data. This eliminates the possibility of suboptimal performance that can occur when the transport layer must buffer on behalf of the application.

# NTttcp Examples

This section contains two examples of how to run NTttcp. For details on the various options, see “NTttcp Reference” later in this paper.

## Single-Threaded Operation

This example shows examples of sender and receiver command lines for a typical single-threaded operation with one sender and one receiver.

#### Sender Syntax for Single-Threaded Operation

The following command line:

NTttcp.exe -s -m 1,0,10.1.2.3 -a 2

runs NTttcp with the following explicit settings:

* “-m 1,0,10.1.2.3” specifies a single thread bound to CPU 0 that connects to the computer with IP address 10.1.2.3.
* “-a 2” specifies asynchronous data transfer that posts two send overlapped buffers.

This example uses the following default settings:

* A buffer size of 64 KB.
* The number of buffers to send of 20,000.
* A sender that will connect to a remote port 5001.

#### Receiver Syntax for Single-Threaded Operation

The following command line:

NTttcp.exe -r -m 1,0,10.1.2.3 -a 6

runs NTttcp with the following explicit settings:

* “-m 1,0,10.1.2.3” specifies a single thread bound to CPU 0 that is bound on the receiving computer to IP address 10.1.2.3.
* “-a 6” specifies asynchronous data transfer that posts six receive overlapped buffers.

This example uses the following default settings:

* A buffer size of 64 KB.
* The expected number of buffers to be received of 20,000.
* A receiver that starts listening on port 5001.

## Multithreaded Operation

This example shows examples of sender and receiver command lines for a typical multithreaded operation with one sender and two receivers.

#### Sender Syntax for Multithreaded Operation

The following command line:

NTttcp.exe -s -m 2,0,10.1.2.3 2,1,11.4.5.6 -a 2

runs NTttcp with the following explicit settings:

* “-m 2,0,10.1.2.3 2,1,11.4.5.6” specifies two threads per IP address.

The first set of threads is bound to CPU 0 and the second set of threads is bound to CPU 1. The threads connect to the receiving computer with IP addresses of 10.1.2.3 and 11.4.5.6, respectively.

In this example, each IP address can correspond to a separate physical computer.

* “-a 2” specifies asynchronous data transfer that posts two send [overlapped](http://support.microsoft.com/kb/q181611/) buffers for each thread.

This example uses the following default settings:

* A buffer size of 64 KB.
* The number of buffers to send of 20,000.
* A sender that starts sending to IP address 10.1.2.3 and IP address 11.4.5.6.

#### Receiver Syntax for Multithreaded Operation with Two Receivers

The following command line on Receiver 1:

NTttcp.exe -r -m 2,0,10.1.2.3 -a 6

runs NTttcp with the following explicit settings:

* -m 2,0,10.1.2.3” specifies two threads to receive data, both of which are bound to CPU 0.

The threads are bound on the local computer to IP address 10.1.2.3.

* “-a 6” specifies asynchronous data transfer that posts six overlapped receive buffers.

This example uses the following default settings:

* A buffer size of 64 KB.
* The expected number of buffers to be received of 20,000.
* A receiver that starts listening on port 5001.

The following command line:

NTttcp.exe -r -m 2,0,10.4.5.6 -a 6 *-p 5003*

runs NTttcp.exe for Receiver 2 with the following explicit settings:

* “-m 2,0,10.4.5.6” specifies two threads to receive data, both of which are bound to CPU 0.

The threads are bound on the local computer to IP address IP 10.4.5.6.

* “-a 6” specifies asynchronous data transfer that posts six overlapped receive buffers.
* “-p 5003” directs the receiver to start listening on port 5003.

This example uses the following default settings:

* A buffer size of 64 KB.
* The expected number of buffers to be received of 20,000.

# NTttcp Best Practices

This section contains some best practices for using NTttcp.

#### Receive Buffers

Use the **-a** option to post sufficient receive buffers. This alleviates receiver-side TCP copying on the application’s behalf and avoids sender retransmits, which degrade networking performance. However, posting a large number of receive buffers is unnecessary because the first ones posted typically return quickly for reuse. Posting too many receive buffers can hurt performance because the scheduler must track a large number of outstanding transfers.

**Tip:** The following are good practices for the appropriate number of receive buffers:

* For 1‑gigabit links, use 6 receive outstanding buffers.
* For 10‑gigabit links, use 16 receive outstanding buffers.

#### Multiple threads

If you use multiple threads on a multiprocessor machine, distribute the threads across multiple processors by using the **-m** option’s second delimiter value. A single thread is usually sufficient to achieve line rate on a 1‑gigabit link, but multiple threads might be required to achieve line rate on a 10‑gigabit link.

#### Using Continuous Loops

When running the NTttcp in a continuous loop to test different buffer lengths, we strongly recommend setting the **‑t** option. This option provides a warm-up and cool-down period between two instances of the test, which ensures that you get measurements at the stable point of operation. For consistency, the **-t** option also allows you to specify a constant time duration for all I/O sizes. If you do not use **‑t**, you might experience system socket errors caused by port reuse.

# NTttcp Reference

This section contains a detailed reference for the NTttcp options.

### -s

Description

Specifies the process will be acting as a sender and will connect to one or more receiver processes.

Default Value

Either **-s** or **-r** must be provided.

### -r

Description

Specifies the process will be acting as a receiver and will accept connections from one or more sender processes.

Default Value

Either **-s** or **-r** must be provided.

### -l

Description

Specifies the length in bytes of each buffer that NTttcp uses to transfer data. Each buffer contains random characters unless you also set the **‑d** option. The data transfer is from sender memory to receiver memory because the data is not read from a source and the data is discarded at the remote end.

Default Value

The default value is 64 KB. If you do not set **-l**, NTttcp uses the default value.

### -n

Description

Specifies the number of buffers that NTttcp transfers before it stops and reports the results. The length of each buffer is specified by the **‑l** option.

Default Value

The default value is 20,000. If you do not set **-n**, NTttcp uses the default value. If you do not set **-n** but set **-t**, then no buffer limit is used.

### -p

Description

Specifies the lowest port number that NTttcp will use. Ports are used for control connections and data transfer connections.

Default Value

The default value 5001. If you do not set **-p**, NTttcp uses the default value.

### -sp

Description

Synchronizes data ports. If used, all NTttcp.exe processes must have **-sp**, and **-p** must have the same value on all NTttcp.exe processes. This setting is a convenience that eliminates the need for multiple NTttcp.exe sender processes to each be assigned a different **-p** value. Instead, when **-sp** is used, the NTttcp.exe processes will negotiate ports amongst themselves to avoid conflicts.

Default Value

The default behavior without **-sp** is for the NTttcp.exe process to use the port range specified by the **-p** option. If multiple sender processes are used, then each process will need to be provided with a different **-p** value to avoid conflicts.

### -ns

Description

Disables synchronization between NTttcp.exe processes prior to generating load. If used, NTttcp senders will establish data connections and begin generating load as soon as possible. If **-ns** is used, all processes must be provided the **-ns** option. The **-ns** option is useful when many-session tests are performed, since the option reduces the number of ports used for NTttcp control connections and thereby reduces the chances of running out of available ports.

Default Value

The default behavior without **-ns** is for NTttcp.exe sender processes to establish extra control connections to receiver processes. After all control connections have been established, data connections will be established and load generation will begin. This behavior minimizes the chances of load generation connections failing and retrying or retransmitting, because the receiver process is not ready for example. Errors during connection establishment can impact load-generation performance. For example, TCP may disable advanced options such as the TCP scaling option if SYN retransmits are performed. A disadvantage of the default behavior is that extra TCP ports are consumed for the extra control connections used for synchronization prior to generating load.

### -to

Description

Sets the timeout in milliseconds for network I/O. If an I/O or thread wait takes this long, the process will output an error. A high value can be provided when testing in very-high-latency environments or with large numbers of connections.

Default Value

The default behavior without **-to** is for the NTttcp.exe process to allow 10 minutes to expire before outputting a timeout error.

### -a

Description

Enables asynchronous data transfer. The value assigned to **-a** specifies the number of outstanding I/O buffers to be used for sending or receiving data. If the sender experiences a large number of retransmits, increasing the value that is assigned to **-a** on the receiver might help to mitigate the problem.

Default Value

The default value is 2 overlapped I/O buffers.

If you do not assign a value to **-a**, NTttcp uses the default value.

If you do not set **-a** at all, the application transfers data synchronously.

### -rb

Description

Specifies the total per-socket buffer space reserved for receives by setting the SO\_RCVBUF socket option value. This value, in turn, controls the receiver’s TCP window size. This option is used only by receivers and is set on a per-connection basis, as follows:

Windows versions earlier than Windows Vista set the TCP window statically. On these systems, the **-rb** option provides a way to adjust the window size depending on factors such as round trip time (RTT) and bandwidth. For high-latency links, it can be useful to increase this value above the default value of 64 KB.

In Windows Vista and later, the TCP window size is dynamically adjusted, so the **-rb** option should be used only if you understand the implications of statically setting TCP window size.

Default Value

In Windows Vista, the value that this option controls is set dynamically by default. In earlier versions of Windows, the default value is 64 KB. If you do not set **-rb**, NTttcp uses the default value.

### -sb

Description

Specifies the total per-socket buffer space reserved for sends by setting the SO\_SNDBUF socket option value. This option has a negligible impact on receivers. Senders set **-sb** on a per-connection basis, as follows:

**-sb** 0: NTttcp.exe will set SO\_SNDBUF to 0, which will entirely disable send buffering.

**-sb** -1: NTttcp.exe will not set SO\_SNDBUF. Windows will dynamically size the send buffer size.

**-sb** <positive-number>: NTttcp.exe will set SO\_SNDBUF to the specified number of bytes. A higher value can speed the transfer rate as sends will complete faster to the NTttcp.exe application.

Default Value

No -**a**, no -**sb**: NTttcp.exe will set SO\_SNDBUF to 8 KB.

-**a**, no -**sb**: NTttcp.exe will set SO\_SNDBUF to 0, which will entirely disable send buffering.

If you do not set the **-sb** option, NTttcp uses the default value.

### -i

Description

Used, for example, to send and receive UDP traffic indefinitely, while monitoring it through the UDP performance counters. It works only with UDP mode and cannot currently be set for TCP traffic.

Default Value

If you do not specify **-i** with UDP, NTttcp aggregates the results and reports them at the end of the test run.

### -ndl

Description

When -**ndl** is provided, NTttcp will set the TCP\_NODELAY socket option on all connections. This socket option disables the Nagling algorithm for TCP, which can cause a TCP sender to artificially delay small sends.

Default Value

If **-ndl** is not provided, NTttcp.exe will not set TCP\_NODELAY. By default, TCP sockets use the Nagling algorithm. When small send buffers are used, the Nagling algorithm can artificially pause sends, limiting throughput.

### -f

Description

Redirects the results to a text file.

Default Value

If you set this option but do not provide a file name, the output is sent to output.txt in the current directory. If you do not set the option, NTttcp displays the output in the command window.

### -u

Description

Enable UDP mode.

Default Value

If you do not specify this option, NTttcp transfers TCP data.

### -w

Description

Directs NTttcp to use the Win32 **WSASend** and **WSARecv** functions to transfer data.

Default Value

If you do not specify this option, NTttcp uses the Win32 **WriteFile** and **ReadFile** functions to transfer data.

### -d

Description

Enables application-level data verification on the receiver computer. NTttcp expects a defined set of characters in its buffers and fails if the characters have been altered. The set of characters that is used for this option is defined by NTttcp.

**Important:** To enable this option, you must set it on *both* sender and receiver computers.

Default Value

If you do not specify this option, NTttcp does not verify data.

### -t

Description

Specifies the length of the test, in seconds. If you set this option, NTttcp automatically adds a warm-up and cool-down period to the beginning and end of the test, respectively. The warm-up and cool-down periods are each one-half the length of the specified duration. Adding warm-up and cool-down periods helps ensure that, when doing multiple runs, you measure performance when the machine is in a stable state.

Default Value

If you set **-t**, you must specify a value. If you do not set **-t**, NTttcp transfers the number of buffers specified by the **‑n** option and reports the results. If you specify a value for **-t**, this value takes precedence over **-n**.

### -wu

Description

Specifies a warm-up period in seconds. When -**wu** is provided, NTttcp.exe will generate load for the specified number of seconds before collecting performance data and beginning the time period specified by the **-t** option. A warm-up period can be useful to help ensure systems have reached a steady-state prior to measurement.

Default Value

If **-t** is provided but **-wu** is not provided, then NTttcp will warm-up for N/2 seconds, where N is the duration specified in the **-t** option. If **-t** is not provided, then no warm-up is performed.

### -cd

Description

Specifies a cool-down period in seconds. When -**cd** is provided, NTttcp.exe will generate load for the specified number of seconds after the time period specified by the **-t** option has expired. Performance measurement will not occur during the cool-down period. A cool-down period can be useful to help ensure no processes stop generating load before all processes have stopped performance measurement.

Default Value

If **-t** is provided but **-cd** is not provided, then NTttcp will cool-down for N/2 seconds, where N is the duration specified in the **-t** option. If **-t** is not provided, then no cool-down is performed.

### -v

Description

Enables verbose mode.

Default Value

By default, NTttcp does not display verbose information.

### -6

Description

Enables the IPv6 data transfer mode.

Default Value

By default, NTttcp transfers data in IPv4 mode.

### -wa

Description

When -**wa** is provided, NTttcp will set the MSG\_WAITALL option on all receive I/O calls. The -**wa** option is only valid on receiver processes, and only when the -**w** option is used.

Default Value

If you do not set **-wa**, NTttcp may receive buffers smaller than the size provided in the -**l** option. For example, if a 64‑KB receive buffer was posted, the I/O may complete with only 60 KB of data filled. Depending on network timing the number of NTttcp I/O calls may vary, even at a static bits per second.

### -nic

Description

Provides an IP address for sender sockets to bind to. Providing this option will help ensure outgoing sends choose the desired network interface. The option is only valid for sender processes.

Default Value

If you do not set **-nic,** NTttcp will not bind sender sockets to any particular IP address. Windows may choose any local interface for NTttcp traffic based on routing preferences.

### -xml

Description

Specifies a file name that will be used to save NTttcp output in XML format.

Default Value

If -xml is not provided, no XML file will be created.

### -m

Description

Specifies a mapping for each IP address that is used. The mapping describes the number of threads, the processor ID, and the IP address. You can use multiple mappings on the sender or the receiver to transfer data between multiple computers, each with their own set of parameters. To specify a mapping, the number of threads, CPU, and IP address follow **-m**, separated by commas. A second mapping follows the first, separated by a space, and so on.

For example, the first mapping in the multithreaded sender example, discussed earlier, uses 2 threads bound to CPU 0 and sends to IP address 10.1.2.3. The second mapping uses 2 threads bound to CPU 1 and sends to IP address 11.4.5.6.

Default Value

You must set this option and specify at least one mapping.

# Resources

The following links provide additional information on network performance testing.

Testing Network Paths for Common Types of Traffic

<http://technet.microsoft.com/en-us/library/bb877965.aspx>

High Performance Network Adapters and Drivers

<http://www.microsoft.com/whdc/device/network/NetAdapters-Drvs.mspx>

Performance Tuning Guidelines for Windows Server 2008

<http://www.microsoft.com/whdc/system/sysperf/Perf_tun_srv.mspx>