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# 卷一、模式识别机经

答：  
１．设计最小错误率分类器：如果![](data:image/x-wmf;base64,183GmgAAAAAAAEAMQAIACQAAAAARUAEACQAAAzMCAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAMCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaACHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdbQ3Zp4EAAAALQEAAAoAAAAyCgAAAAACAAAAMTKlBsABBQAAABQCgAE8ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHW0N2aeBAAAAC0BAQAEAAAA8AEAABAAAAAyCgAAAAAGAAAAKHwpKHwpKgJcAQYDVAJcAQADBQAAABQCgAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHW0N2aeBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAUHhQeMgDxALyAwADBQAAABQCgAGuARwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1NCYK/3hLKQCg3RIAeUiNdUCRkHW0N2aeBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAd3eMBgADBQAAABQCgAGaBRwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1xBMKszhLKQCg3RIAeUiNdUCRkHW0N2aeBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPncAA7sAAAAmBg8AawFBcHBzTUZDQwEARAEAAEQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1AAAgCCKAACBITJA3cDABsAAAsBAAIAiDEAAAEBAAoCAIJ8AAIAg3gAAgCCKQACBIY+AD4CAINQAAIAgigAAgSEyQN3AwAbAAALAQACAIgyAAABAQAKAgCCfAACAIN4AAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnrQ3Zp4AAAoAOACKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)则![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAywBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANTYEgB5SI11QJGQdcg2ZpIEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4kAAAAmBg8ACAFBcHBzTUZDQwEA4QAAAOEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAyDZmkgAACgA4AIoBAAAAAP////8I4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)为![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARQBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdf0NZqwEAAAALQEAAAkAAAAyCgAAAAABAAAAMXnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZYbCmdILScAoN0SAHlIjXVAkZB1/Q1mrAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAiDEAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ArP0NZqwAAAoAOACKAQAAAAAAAAAA1OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)反之![](data:image/x-wmf;base64,183GmgAAAAAAAEAMQAIACQAAAAARUAEACQAAAzMCAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAMCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaACHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdYw6ZkUEAAAALQEAAAoAAAAyCgAAAAACAAAAMTKfBsABBQAAABQCgAE8ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHWMOmZFBAAAAC0BAQAEAAAA8AEAABAAAAAyCgAAAAAGAAAAKHwpKHwpKgJcAQADVAJcAQADBQAAABQCgAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHWMOmZFBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAUHhQeMgDvgLyAwADBQAAABQCgAGuARwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1MjcK0ZgrLwCg3RIAeUiNdUCRkHWMOmZFBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAd3eGBgADBQAAABQCgAGUBRwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1lDoKfzgrLwCg3RIAeUiNdUCRkHWMOmZFBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPHcAA7sAAAAmBg8AawFBcHBzTUZDQwEARAEAAEQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1AAAgCCKAACBITJA3cDABsAAAsBAAIAiDEAAAEBAAoCAIJ8AAIAg3gAAgCCKQACBIY8ADwCAINQAAIAgigAAgSEyQN3AwAbAAALAQACAIgyAAABAQAKAgCCfAACAIN4AAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ARYw6ZkUAAAoAOACKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)则![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAywBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANTYEgB5SI11QJGQdcg2ZpIEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4kAAAAmBg8ACAFBcHBzTUZDQwEA4QAAAOEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAyDZmkgAACgA4AIoBAAAAAP////8I4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)为![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAS0BHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdb46ZigEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAddsxChIYLC8AoN0SAHlIjXVAkZB1vjpmKAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAiDIAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AKL46ZigAAAoAOACKAQAAAAAAAAAA1OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（特别的，当![](data:image/x-wmf;base64,183GmgAAAAAAAEAMQAIACQAAAAARUAEACQAAAzMCAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAMCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaACHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdVw6Zg4EAAAALQEAAAoAAAAyCgAAAAACAAAAMTKlBsABBQAAABQCgAE8ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHVcOmYOBAAAAC0BAQAEAAAA8AEAABAAAAAyCgAAAAAGAAAAKHwpKHwpKgJcAQYDVAJcAQADBQAAABQCgAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHVcOmYOBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAUHhQeMgDxALyAwADBQAAABQCgAGuARwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1uCgK4FgsLwCg3RIAeUiNdUCRkHVcOmYOBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAd3eMBgADBQAAABQCgAGaBRwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1WQoKZhgsLwCg3RIAeUiNdUCRkHVcOmYOBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXcAA7sAAAAmBg8AawFBcHBzTUZDQwEARAEAAEQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1AAAgCCKAACBITJA3cDABsAAAsBAAIAiDEAAAEBAAoCAIJ8AAIAg3gAAgCCKQACBIY9AD0CAINQAAIAgigAAgSEyQN3AwAbAAALAQACAIgyAAABAQAKAgCCfAACAIN4AAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADlw6Zg4AAAoAOACKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，可以接受![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAywBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANTYEgB5SI11QJGQdcg2ZpIEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4kAAAAmBg8ACAFBcHBzTUZDQwEA4QAAAOEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAyDZmkgAACgA4AIoBAAAAAP////8I4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)为任何一类也可以拒绝。在连续情况下这种情况几乎完全不出现。

1.(16分)正态分布N(0,9)与均匀分布[5,10],先验概率1/2  
最小错误率分类器,并画图.最小错误率分类器缺点

![](data:image/x-wmf;base64,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)，![](data:image/x-wmf;base64,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)

2．画图如下，红色表示![](data:image/x-wmf;base64,183GmgAAAAAAAIAFQAIACQAAAADRWQEACQAAA9wBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaACHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdTQmZhwEAAAALQEAAAkAAAAyCgAAAAABAAAAMXnAAQUAAAAUAoABPAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIjXVAkZB1NCZmHAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAACh8KSQqAlwBAAMFAAAAFAKAAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdTQmZhwEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABQeMgDAAMFAAAAFAKAAa4BHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXTOQpaWD4xANDaEgB5SI11QJGQdTQmZhwEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB3eAADnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUAACAIIoAAIEhMkDdwMAGwAACwEAAgCIMQAAAQEACgIAgnwAAgCDeAACAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHDQmZhwAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（[5,10]均匀分布的后验概率），蓝色表示![](data:image/x-wmf;base64,183GmgAAAAAAAKAFQAIBCQAAAADwWQEACQAAA9wBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAbkCHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdZw6ZksEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAoABPAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1nDpmSwQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAACh8KT1UAlwBAAMFAAAAFAKAAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdZw6ZksEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABQePIDAAMFAAAAFAKAAa4BHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHVLOgr5eFopAKDdEgB5SI11QJGQdZw6ZksEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB3eAADnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUAACAIIoAAIEhMkDdwMAGwAACwEAAgCIMgAAAQEACgIAgnwAAgCDeAACAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AS5w6ZksAAAoAOACKAQAAAAAAAAAA1OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（N(0,9)的后验概率）（注意！！！图是错的——作者）
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3．最小错误分类器有许多局限性。其一，其只考虑到错误率的限制，并未考虑到实际情况中不同错误的代价等等，为了克服这类局限性，学者们在最小错误率之外又设计了最小风险分类器、限定一类错误率令另一类错误率最小的分类器等；其二，其只能用于监督学习，要求已知分类情况，并且要满足I.I.D条件即样本与总体分布相符；其三，其要求必须知道先验概率，许多实际问题的先验概率是难以得到的。

2.(22分)8个样品w1 3个...,w2 5个.....  
1)最近邻分类,画图 2)给两个点..,问怎么分  
3)最近邻分类器线性分类器? 4)设计二次曲面分之  
5)压缩近邻法压缩过程及结果 6)压缩近邻法分界面并比较1)

答：（题目不完整）最近邻法（k=1），k近邻（k个最近的点投票），可以考虑加权

3.(5分)证明两个样品构成得协方差矩阵一般是奇异的（不可逆的）

答：设![](data:image/x-wmf;base64,183GmgAAAAAAAAAN4AMBCQAAAADwUAEACQAAA9ECAAAEAMsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAwANCwAAACYGDwAMAE1hdGhUeXBlAADAABIAAAAmBg8AGgD/////AAAQAAAAwP///7n////ADAAAmQMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAgACygcFAAAAEwIAArgMBQAAAAkCAAAAAgUAAAAUAtAB/QgcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1CRZmLAQAAAAtAQEACgAAADIKAAAAAAIAAAAxMhIDwAEFAAAAFALDAlMBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdQkWZiwEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAAxMkYCwAEFAAAAFAJgAtcBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdQkWZiwEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAAAsLFcCAAMFAAAAFAKMA+cJHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdQkWZiwEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAyLAADBQAAABQCbQECCBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXUJFmYsBAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAWFj5AgADBQAAABQCYAJYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXUJFmYsBAAAAC0BAgAEAAAA8AEBAAwAAAAyCgAAAAADAAAAWFhNDy0CPwIAAwUAAAAUAm0BwwkcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdd84ChCoOy0A0NoSAHlIbnVAkXF1CRZmLAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAACtYAAMFAAAAFAJgApgGCQAAADIKAAAAAAEAAAA9WAADywAAACYGDwCLAUFwcHNNRkNDAQBkAQAAZAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDWAADABsAAAsBAAIAiDEAAAEBAAoCAIIsAAIAg1gAAwAbAAALAQACAIgyAAABAQAKAgCCLAACAINNAAIEhj0APQMACwAAAQACAINYAAMAGwAACwEAAgCIMQAAAQEACgIEhisAKwIAg1gAAwAbAAALAQACAIgyAAABAQAACgEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAJFmYsAAAKADgAigEAAAAA/////wTlEgAEAAAALQEDAAQAAADwAQEAAwAAAAAA),从而![](data:image/x-wmf;base64,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)其第i行j列元素为![](data:image/x-wmf;base64,183GmgAAAAAAAOANYAIBCQAAAACQUQEACQAAA2MCAAACAN4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuANCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAfoBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdcA5ZhoEAAAALQEAABMAAAAyCgAAAAAIAAAAMSwyLDEsMixoALUCeQBUAmgA6QJ5AMABBQAAABQCgAEWABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXXAOWYaBAAAAC0BAQAEAAAA8AEAABAAAAAyCgAAAAAGAAAAeygpKCl9ugBsBX4A1AV+AAADBQAAABQC4wGdAhwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXXAOWYaBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAaWlqai4D7AJiA8ABBQAAABQCgAFsARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXXAOWYaBAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAeHh4eAQD5gI4AwADBQAAABQCgAFKAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1vjsKvKg3IQDQ2hIAeUhudUCRcXXAOWYaBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAALS0eBgAD3gAAACYGDwCxAUFwcHNNRkNDAQCKAQAAigEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCCewACAIIoAAIAg3gAAwAbAAALAQACAIgxAAIAgiwAAgCDaQAAAQEACgIEhhIiLQIAg3gAAwAbAAALAQACAIgyAAIAgiwAAgCDaQAAAQEACgIAgikAAgCCKAACAIN4AAMAGwAACwEAAgCIMQACAIIsAAIAg2oAAAEBAAoCBIYSIi0CAIN4AAMAGwAACwEAAgCIMgACAIIsAAIAg2oAAAEBAAoCAIIpAAIAgn0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGsA5ZhoAAAoAOACKAQAAAAABAAAABOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，![](data:image/x-wmf;base64,183GmgAAAAAAAKACYAICCQAAAADTXgEACQAAA58BAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAaEBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdbY4ZuoEAAAALQEAAAkAAAAyCgAAAAABAAAALHnAAQUAAAAUAuMB8wAcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1tjhm6gQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAG1u8ADAAQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1tjhm6gQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHhuAAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAMAGwAACwEAAgCDbQACAIIsAAIAg24AAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOq2OGbqAAAKADgAigEAAAAAAQAAAATlEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示第m个样本第n个维度的值。从而这是一个行列式为零的矩阵（第一行除以(![](data:image/x-wmf;base64,183GmgAAAAAAAEAFYAIBCQAAAAAwWQEACQAAA7kBAAACAKoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAFCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAdoAHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdZ01ZusEAAAALQEAABAAAAAyCgAAAAAGAAAAMSwxMiwxaAApAJMCeQApAMABBQAAABQCgAFMABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXWdNWbrBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeHgLAwADBQAAABQCgAExAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1zzkKqiAnIwDQ2hIAeUhudUCRcXWdNWbrBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALXgAA6oAAAAmBg8ASgFBcHBzTUZDQwEAIwEAACMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAwAbAAALAQACAIgxAAIAgiwAAgCIMQAAAQEACgIEhhIiLQIAg3gAAwAbAAALAQACAIgyAAIAgiwAAgCIMQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDrnTVm6wAACgA4AIoBAAAAAAEAAAAE5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)）,第二行除以![](data:image/x-wmf;base64,183GmgAAAAAAAOAGYAIACQAAAACRWgEACQAAAyQCAAACALAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAGCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAXABHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdUQ1Zp4EAAAALQEAABAAAAAyCgAAAAAGAAAAMSwyMiwyaABCAKQCeQBCAMABBQAAABQCgAEUBhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXVENWaeBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAKXkAAwUAAAAUAoAB4gAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1RDVmngQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh4NQMAAwUAAAAUAoAB8QIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdTw6Cm94ViEA0NoSAHlIbnVAkXF1RDVmngQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC14AAMFAAAAFAKAAWL/HAAAAPsCgP4AAAAAAACQAQAAAIYAAgAAy87M5QCRcXWFOQqECBAfANDaEgB5SG51QJFxdUQ1Zp4EAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAACjqAADAACwAAAAJgYPAFUBQXBwc01GQ0MBAC4BAAAuAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIwI/wIAg3gAAwAbAAALAQACAIgxAAIAgiwAAgCIMgAAAQEACgIEhhIiLQIAg3gAAwAbAAALAQACAIgyAAIAgiwAAgCIMgAAAQEACgIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnkQ1Zp4AAAoAOACKAQAAAAABAAAABOUSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)之后想减得零，故该协方差阵是奇异的。

4.(26分)"距离"不同会有不同结果  
1)给出两种你认为重要的距离,如何定义及物理意义  
2)贝叶斯分类器,近邻法,fisher投影法,c均值法是否受距离度量影响,不受则说明理由,  
受,距离说明

答：距离可以是任意一种范数，设对点![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAA6kBAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAVMBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdc0qZhcEAAAALQEAAAoAAAAyCgAAAAACAAAAMTJGAsABBQAAABQCgAHXARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHXNKmYXBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALDIAAwUAAAAUAoABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1zSpmFwQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFhYLQIAA6AAAAAmBg8ANQFBcHBzTUZDQwEADgEAAA4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1gAAwAbAAALAQACAIgxAAABAQAKAgCCLAACAINYAAMAGwAACwEAAgCIMgAAAQEAAADACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AF80qZhcAAAoAOACKAQAAAAABAAAA1OcSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

欧几里得距离（2范数）：![](data:image/x-wmf;base64,183GmgAAAAAAAAAXYAIACQAAAABxSwEACQAAA6ACAAACABABAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgAXCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AFgAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AJsOHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdQ4/ZusEAAAALQEAAA0AAAAyCgAAAAAEAAAAVDEvMuUGbABUAMABBQAAABQCAwIfAhwAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUOP2brBAAAAC0BAQAEAAAA8AEAABIAAAAyCgAAAAAHAAAAMTIyMTIxMv8MA3AB0AMMA4IDDAPAAQUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1Dj9m6wQAAAAtAQAABAAAAPABAQAWAAAAMgoAAAAACgAAAHx8fHxbKCkoKV1OAJIFTgD6AX4ASgVEAUoFfgAAAwUAAAAUAqABJAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1Dj9m6wQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAFhYWFhYWPMCWQXzApsD8wIAAwUAAAAUAqAB5QIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdUESCm0oihwAoN0SAHlIjXVAkZB1Dj9m6wQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAC09LS1XBPUDjgYAAxABAAAmBg8AFgJBcHBzTUZDQwEA7wEAAO8BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgnwAAgCCfAACAINYAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg1gAAwAbAAALAQACAIgyAAABAQAKAgCCfAACAIJ8AAMAGwAACwEAAgCIMgAAAQEACgIEhj0APQIAglsAAgCCKAACAINYAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg1gAAwAbAAALAQACAIgyAAABAQAKAgCCKQADABwAAAsBAQEAAgCBVAAAAAoCAIIoAAIAg1gAAwAbAAALAQACAIgxAAABAQAKAgSGEiItAgCDWAADABsAAAsBAAIAiDIAAAEBAAoCAIIpAAIAgl0AAwAcAAALAQEBAAIAiDEAAgCCLwACAIgyAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDrDj9m6wAACgA4AIoBAAAAAAEAAADU5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

每个坐标的绝对值差之和（1范数）：![](data:image/x-wmf;base64,183GmgAAAAAAACASQAQACQAAAABxSAEACQAAA4MDAAACAAABAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABCASCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7L////gEQAA8gMAAAUAAAAJAgAAAAIFAAAAFALjAh8CHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdTgOZs8EAAAALQEAABUAAAAyCgAAAAAJAAAAMTIxKDEpKDIpAAwDVwE+BUQAawDMAl0AfADAAQUAAAAUAu4DNgkcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1OA5mzwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5wAEFAAAAFAKAAiIAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdTgOZs8EAAAALQEAAAQAAADwAQEAEwAAADIKAAAAAAgAAAB8fHx8fCgpfE4AkgVOAKEDkABaBsAAAAMFAAAAFAL5AM8IHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdTgOZs8EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABuecABBQAAABQC4wLFDBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHU4DmbPBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAaWmlA8ABBQAAABQC7gN3CBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHU4DmbPBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaWnAAQUAAAAUAoACJAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1OA5mzwQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAFhYeHjzAgYHewMAAwUAAAAUAu4DxwgcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdXEdCtuoihwAoN0SAHlIjXVAkZB1OA5mzwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAD1pwAEFAAAAFAKAAuUCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWHOQpiiIocAKDdEgB5SI11QJGQdTgOZs8EAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAtPS3bLQRgBgADBQAAABQC2AI7CBwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1cR0K3KiKHACg3RIAeUiNdUCRkHU4DmbPBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAA5WmABAABAAAmBg8A9QFBcHBzTUZDQwEAzgEAAM4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgnwAAgCCfAACAINYAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg1gAAwAbAAALAQACAIgyAAABAQAKAgCCfAACAIJ8AAMAGwAACwEAAgCIMQAAAQEACgIEhj0APQMAEHAAAQACAIJ8AAIAgigAAgCDeAADABsAAAsBAAIAgigAAgCIMQACAIIpAAIAg2kAAAEBAAoCBIYSIi0CAIN4AAMAGwAACwEAAgCCKAACAIgyAAIAgikAAgCDaQAAAQEACgIAgikAAgCCfAAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAA0CBIYRIuUAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AzzgOZs8AAAoAOACKAQAAAAAAAAAA1OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

贝叶斯分类器不受、fisher投影法不受：都属于判别函数与距离度量无关的，故不受影响，近邻法，c均值法与受到距离度量的

5.(15分)AB玩游戏,A问是非问题,B回答是或非.  
问  
1)游戏与模式识别什么内容有关系?用模式识别语言描述  
2)B应如何调整问题  
3)如果做成计算机游戏,写出设计思路,方法,难点,解决方案.游戏受欢迎吗?为什么?

答：???这是一类决策树问题。可以将每一个是非问题看做一个决策树节点，是非答案决定了分支的方向（左或右）。调整问题应该使得在有效分类的情况下树深度最浅，就能在单次游戏最坏情况下最快猜出。（我觉得挺2的，应该不会受欢迎。。不过可以用作公安局犯罪嫌疑人指认的软件）

答：例如k-近邻法的模糊性质。定义隶属函数![](data:image/x-wmf;base64,183GmgAAAAAAAEAEYAIBCQAAAAAwWAEACQAAAxACAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAECwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABAAABgIAAAUAAAAJAgAAAAIFAAAAFAKAASgCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdW09ZnEEAAAALQEAAAoAAAAyCgAAAAACAAAAKClQAQADBQAAABQCHQKwARwAAAD7AmD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUiNdUCRkHVtPWZxBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaSlAAQUAAAAUAoABxAIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIjXVAkZB1bT1mcQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHgpAAMFAAAAFALjARoBHAAAAPsCIP8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXMEwrKwAwaANDaEgB5SI11QJGQdW09ZnEEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB3KcABBQAAABQCgAFAABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1gCwKwaAMGgDQ2hIAeUiNdUCRkHVtPWZxBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbSkAA6QAAAAmBg8APQFBcHBzTUZDQwEAFgEAABYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLwDbQMAGwAACwEAAgSEyQN3AwAbAAAMAQACAINpAAABAQAACwEBAAoCAIIoAAIAg3gAAgCCKQAAAGEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBxbT1mcQAACgA4AIoBAAAAAAEAAAAE5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)表示![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAywBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdfIVZloEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4kAAAAmBg8ACAFBcHBzTUZDQwEA4QAAAOEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAA8hVmWgAACgA4AIoBAAAAAP////8E5RIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)属于![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASYBHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdbk1ZhwEAAAALQEAAAkAAAAyCgAAAAABAAAAaXnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZY5CiGYYSgA0NoSAHlIjXVAkZB1uTVmHAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHLk1ZhwAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)类的程度，值域上界为1，表示完全属于![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASYBHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdbk1ZhwEAAAALQEAAAkAAAAyCgAAAAABAAAAaXnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZY5CiGYYSgA0NoSAHlIjXVAkZB1uTVmHAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHLk1ZhwAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，下界为0，表示完全不属于![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASYBHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdbk1ZhwEAAAALQEAAAkAAAAyCgAAAAABAAAAaXnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZY5CiGYYSgA0NoSAHlIjXVAkZB1uTVmHAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHLk1ZhwAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，将对任意一个待判定的样本,选取某个距离度量（如欧几里得距离）最近的k个已知类别的训练样本![](data:image/x-wmf;base64,183GmgAAAAAAAMAIQAIACQAAAACRVAEACQAAA/kBAAACALEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAICwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACAAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAVcBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdY1BZiwEAAAALQEAABUAAAAyCgAAAAAJAAAALDEsMiwuLi4sAFICnACQALoAeABgAGAAYAAAAwUAAAAUAuMB7AAcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIjXVAkZB1jUFmLAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGl5wAEFAAAAFAKAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdY1BZiwEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAB4aWuejwHcBQADBQAAABQCgAGnAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1gkEKn3hOMQDQ2hIAeUiNdUCRkHWNQWYsBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPXkAA7EAAAAmBg8AVwFBcHBzTUZDQwEAMAEAADABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3gAAwAbAAALAQACAINpAAABAQAKAgCCLAACAINpAAIEhj0APQIAiDEAAgCCLAACAIgyAAIAgiwAAgCCLgACAIIuAAIAgi4AAgCCLAACAINrAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACyNQWYsAAAKADgAigEAAAAAAAAAAATlEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，从而令![](data:image/x-wmf;base64,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)得到x对于类![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASYBHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdTQ9Zt4EAAAALQEAAAkAAAAyCgAAAAABAAAAaXnAAQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZxBCiOoEoYA0NoSAHlIjXVAkZB1ND1m3gQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A3jQ9Zt4AAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的隶属函数。

6.(6分)自己设计模糊数学用于模式识别的其他理论方法(除去聚类).写出思路必要细节  
.分析可能结果.

7.(10分)专家经常根据特殊笔迹或特殊长相分类.问如何在一个人脸自动识别系统或笔迹  
自动识别系统中实现人的这一经验.从数据预处理,特征提取,选择分类器设计等角度描述  
实现这一经验的方法与可能性.优点?缺点?

答：这是一类特殊的图像识别问题，可以采用K-L分类
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答：

1.（30'） 简要介绍下列概念  
·ROC曲线、交叉验证、似然函数、特征选择与提取、推广能力、随机森林

1. ROC曲线（Receiver Operational Characteristic Curve）是以False Positive Rate为横坐标，True Positive Rate为纵坐标的绘制的曲线，通过改变分点给出对应的FP和TP绘成。曲线的点表示了在敏感度和特殊性之间的平衡，例如越往左，也就是假阳性越小，则真阳性也越小。曲线下方的面积越大，则表示该方法越有利于区分两种类别。
2. 交叉验证是指交叉验证(Cross-validation)主要用于建模应用中，在给定的建模样本中，拿出大部分样本进行建模型，留小部分样本用刚建立的模型进行预报，并求这小部分样本的预报误差，记录它们的平方加和。这个过程一直进行，直到所有的样本都被预报了一次而且仅被预报一次。把每个样本的预报误差平方加和，这个数越小，表示该方法越好
3. 特征选择与提取：特征是指对事物的观测或者某种运算，用于分类。特征提取是指直接观测到或者经过初步运算的特征——原始特征。特征选择是指从m个特征中选择m1个，m1<m。特征提取（特征压缩、变换）将m个特征变为m2个新特征。
4. 推广能力：在有限的样本上建立的学习机器对未来样本的表现。
5. 随机森林是指通过bootstrapping 样本来生成许多决策树，对于决策树上的每一个节点，选择m个变量来进行决策。计算训练集基于这m个变量的最佳分划。（Wiki:在[机器学习](http://zh.wikipedia.org/zh-cn/%E6%9C%BA%E5%99%A8%E5%AD%A6%E4%B9%A0)中，**随机森林**是一个包含多个[决策树](http://zh.wikipedia.org/zh-cn/%E5%86%B3%E7%AD%96%E6%A0%91)的[分类器](http://zh.wikipedia.org/w/index.php?title=%E5%88%86%E9%A1%9E%E5%99%A8&action=edit&redlink=1)， 并且其输出的类别是由个别树输出的类别的[众数](http://zh.wikipedia.org/zh-cn/%E7%9C%BE%E6%95%B8)而定。 [Leo Breiman](http://zh.wikipedia.org/w/index.php?title=Leo_Breiman&action=edit&redlink=1)和[Adele Cutler](http://zh.wikipedia.org/w/index.php?title=Adele_Cutler&action=edit&redlink=1)发展出推论出随机森林的算法。 而 "Random Forests" 是他们的[商标](http://zh.wikipedia.org/zh-cn/%E5%95%86%E6%A8%99)。 这个术语是1995年由贝尔实验室的[Tin Kam Ho](http://zh.wikipedia.org/w/index.php?title=Tin_Kam_Ho&action=edit&redlink=1)所提出的**随机决策森林**（**random decision forests**）而来的。这个方法则是结合 Breimans 的 "[Bootstrap aggregating](http://zh.wikipedia.org/w/index.php?title=Bootstrap_aggregating&action=edit&redlink=1)" 想法和 Ho 的"random subspace method"" 以建造决策树的集合。）

答：

2.（30’）简述Fisher线性判别方法的基本原理并讨论如何在Fisher线性判别中实现最小风险的分类决策。

1. Fisher线性判别法是指：将多维判别决策问题通过线性组合降低为1维的时候，选择一个最优的一维线性判别函数的方法。该方法考虑了不同类别样本的协方差和均值之差。决策面法向量为![](data:image/x-wmf;base64,183GmgAAAAAAAIALYAIACQAAAADxVwEACQAAA6MCAAACAMwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACwAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0ADcBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdS42ZlEEAAAALQEAAAoAAAAyCgAAAAACAAAAKjEDBMABBQAAABQCAwJCBxwAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAMTLnAsABBQAAABQCoAHEBRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAKCkABQADBQAAABQCAwIdBBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdynAAQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1LjZmUQQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHdTbW0OAwADzgIAAwUAAAAUAvQAwAQcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdcY2CvdATycAoN0SAHlIjXVAkZB1LjZmUQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0pwAEFAAAAFAKgARwCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWgJAoIAE8nAKDdEgB5SI11QJGQdS42ZlEEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9LewFAAPMAAAAJgYPAI0BQXBwc01GQ0MBAGYBAABmAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN3AAMAHAAACwEBAQACAIIqAAAACgIEhj0APQIAg1MAAwAbAAALAQACAIN3AAABAQAKAwAcAAALAQEBAAIEhhIiLQIAiDEAAAAKAgCCKAACAINtAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg20AAwAbAAALAQACAIgyAAABAQAKAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBRLjZmUQAACgA4AIoBAAAAAAEAAADU5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。
2. 考虑最小风险分类决策的时候，需要甄选分界阈值点。从而可以根据贝叶斯决策规获得一种一维内的最小风险分类器。例如，经过投影后的![](data:image/x-wmf;base64,183GmgAAAAAAAMADQAIACQAAAACRXwEACQAAA6oBAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARQBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdRopZncEAAAALQEAAAoAAAAyCgAAAAACAAAAMTIHAsABBQAAABQCgAGYARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUaKWZ3BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALDIAAwUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdUI2ClxgUCcAoN0SAHlIjXVAkZB1GilmdwQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHd37gEAA6EAAAAmBg8ANwFBcHBzTUZDQwEAEAEAABABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhMkDdwMAGwAACwEAAgCIMQAAAQEACgIAgiwAAgSEyQN3AwAbAAALAQACAIgyAAABAQAAAEQKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB3GilmdwAACgA4AIoBAAAAAAEAAADU5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)分别服从![](data:image/x-wmf;base64,183GmgAAAAAAAEALQAIACQAAAAARVwEACQAAAwICAAACALoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjATIEHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdWw2ZkcEAAAALQEAAAoAAAAyCgAAAAACAAAAMTKpBcABBQAAABQCgAE2ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUiNdUCRkHVsNmZHBAAAAC0BAQAEAAAA8AEAABIAAAAyCgAAAAAHAAAAKHwpLCh8Kf+MAfoBfgCMAYwBJAIAAwUAAAAUAoABagAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIjXVAkZB1bDZmRwQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHB4cHhoASgEaAEAAwUAAAAUAoABQAMcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdW80CuNQ/CwA0NoSAHlIjXVAkZB1bDZmRwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHd3kAUAA7oAAAAmBg8AagFBcHBzTUZDQwEAQwEAAEMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3AAAgCCKAACAIN4AAIAgnwAAgSEyQN3AwAbAAALAQACAIgxAAABAQAKAgCCKQACAIIsAAIAg3AAAgCCKAACAIN4AAIAgnwAAgSEyQN3AwAbAAALAQACAIgyAAABAQAKAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEdsNmZHAAAKADgAigEAAAAAAAAAAATlEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的分布规律…P14页下方

3.（20’）简述C-均值方法的基本原理，并讨论在什么情况下此方法比较适用。

答：

C均值法是一种动态聚类法，通过多次迭代，逐步调整类别划分，最终使某准则达到最优。C均值法的目标是最小化![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQ4BHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SI11QJGQdbA6ZqAEAAAALQEAAAkAAAAyCgAAAAABAAAAZXnAAQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIjXVAkZB1sDpmoAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEp5AAOSAAAAJgYPABkBQXBwc01GQ0MBAPIAAADyAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINKAAMAGwAACwEAAgCDZQAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AoLA6ZqAAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)——最小方差划分。用另一个角度来看，就是用C个码本来代表整个样本集，使这种表示带来的总体误差最小——向量量化。

误差平方和聚类准则：见课件9.3(p14)

适用条件：课件9.3 (p22)

4.（20’）SVM与多层感知器都可以实现非线性分类，试讨论它们在原理上的联系与区别。

答：

1. 支持向量机（SVM：Supporting Vector Mechine)原理：课件5.5 P6（特点是：P13），课本P301。

支持向量机的基本思想可以概括为：首先通过非线性变化将输入空间变换到一个高维空间，然后在这个新空间中求取最优先行分类面，而这种非线性变换是通过定义适当的内积函数K(X,Y)实现的。

1. 多层感知器（MLP:Multi-Layer Perception）原理：课件5.4 P10。

是一种前馈人工神经网络。它利用三层或者三层以上多个感知器来讲输入数据映射为复杂输出数据，使得分类器可以产生非线性的或者超平面的决策面，从而成为分线性分类器。(Wiki:A **multilayer perceptron** is a [feedforward](http://en.wikipedia.org/wiki/Feedforward) [artificial neural network](http://en.wikipedia.org/wiki/Artificial_neural_network) model that maps sets of input data onto a set of appropriate output. It is a modification of the standard linear [perceptron](http://en.wikipedia.org/wiki/Perceptron) in that it uses three or more layers of neurons (nodes) with nonlinear [activation functions](http://en.wikipedia.org/wiki/Activation_function), and is more powerful than the [perceptron](http://en.wikipedia.org/wiki/Perceptron) in that it can distinguish data that is not linearly separable, or separable by a [hyperplane](http://en.wikipedia.org/wiki/Hyperplane).[[1]](http://en.wikipedia.org/wiki/Multi-layer_perceptron#cite_note-0))

1. 联系与差异：都属于非线性分类器，但是其中一种是通过特征空间的非线性变换来实现最优决策面的，而多层感知器则是通过多层感知器（逻辑单元）的逻辑组合（输入-中间-输出）以及每层之间各数据的线性组合来实现非线性决策面的

5.（没有分）给课程提建设性建议。

1.通过《模式识别基础》课程的学习。。。
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 1 .写出英文全称，中文，100字简述 5\*6=30  
a)Hierachical Clustering； b)MLP；c)Nonparametric Estimation； d)SVM  
e)Fisher's Linear Discriminant Analysis；f)PCA；g)Random Forest

1. Hierachical Clustering，分级聚类（课件9.4P45）：从各类只有一个样本点开始，逐级合并，每级只合并两类，直到最后所有样本都归到一类。聚类过程中考察类间相似度，依次决定类别数。
2. MLP，Multi-Layer Perception，多层感知器原理：课件5.4 P10。

是一种前馈人工神经网络。它利用三层或者三层以上多个感知器来讲输入数据映射为复杂输出数据，使得分类器可以产生非线性的或者超平面的决策面，从而成为分线性分类器。(Wiki:A **multilayer perceptron** is a [feedforward](http://en.wikipedia.org/wiki/Feedforward) [artificial neural network](http://en.wikipedia.org/wiki/Artificial_neural_network) model that maps sets of input data onto a set of appropriate output. It is a modification of the standard linear [perceptron](http://en.wikipedia.org/wiki/Perceptron) in that it uses three or more layers of neurons (nodes) with nonlinear [activation functions](http://en.wikipedia.org/wiki/Activation_function), and is more powerful than the [perceptron](http://en.wikipedia.org/wiki/Perceptron) in that it can distinguish data that is not linearly separable, or separable by a [hyperplane](http://en.wikipedia.org/wiki/Hyperplane).[[1]](http://en.wikipedia.org/wiki/Multi-layer_perceptron#cite_note-0))

1. Nonparametric Estimation：非参数估计(课件3.5.1，P36)

不假设概率模型，通过样本落在区域的概率来估计出一个概率密度函数。常用的有窗函数法（如近邻估计、Parzen窗估计）。

1. SVM，Supporting Vector Mechine，支持向量机：课件5.5 P6（特点是：P13），课本P301。

支持向量机的基本思想可以概括为：首先通过非线性变化将输入空间变换到一个高维空间，然后在这个新空间中求取最优先行分类面，而这种非线性变换是通过定义适当的内积函数K(X,Y)实现的。

1. Fisher's Linear Discriminant Analysis， Fisher线性判别分析:

Fisher线性判别法是指：将多维判别决策问题通过线性组合降低为1维的时候，选择一个最优的一维线性判别函数的方法。该方法考虑了不同类别样本的协方差和均值之差。决策面法向量为![](data:image/x-wmf;base64,183GmgAAAAAAAIALYAIACQAAAADxVwEACQAAA6MCAAACAMwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACwAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0ADcBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SI11QJGQdS42ZlEEAAAALQEAAAoAAAAyCgAAAAACAAAAKjEDBMABBQAAABQCAwJCBxwAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAMTLnAsABBQAAABQCoAHEBRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAKCkABQADBQAAABQCAwIdBBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUiNdUCRkHUuNmZRBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdynAAQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIjXVAkZB1LjZmUQQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHdTbW0OAwADzgIAAwUAAAAUAvQAwAQcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdcY2CvdATycAoN0SAHlIjXVAkZB1LjZmUQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0pwAEFAAAAFAKgARwCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWgJAoIAE8nAKDdEgB5SI11QJGQdS42ZlEEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9LewFAAPMAAAAJgYPAI0BQXBwc01GQ0MBAGYBAABmAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN3AAMAHAAACwEBAQACAIIqAAAACgIEhj0APQIAg1MAAwAbAAALAQACAIN3AAABAQAKAwAcAAALAQEBAAIEhhIiLQIAiDEAAAAKAgCCKAACAINtAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg20AAwAbAAALAQACAIgyAAABAQAKAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBRLjZmUQAACgA4AIoBAAAAAAEAAADU5xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。

1. PCA，Principal Component Analysis，主成分分析：课件8.2P21，目的：在[统计学](http://zh.wikipedia.org/zh-cn/%E7%BB%9F%E8%AE%A1%E5%AD%A6)中，主成分分析（principal components analysis (PCA)）是一种简化数据集的技术。它是一个线性变换。这个变换把数据变换到一个新的坐标系统中，使得任何数据投影的第一大方差在第一个坐标（称为第一主成分）上， 第二大方差在第二个坐标（第二主成分）上，依次类推。主成分分析经常用减少数据集的维数，同时保持数据集的对方差贡献最大的特征。这是通过保留低阶主成 分，忽略高阶主成分做到的。这样低阶成分往往能够保留住数据的最重要方面。但是，这也不是一定的，要视具体应用而定。
2. Random Forest，随机森林：随机森林是指通过bootstrapping 样本来生成许多决策树，对于决策树上的每一个节点，选择m个变量来进行决策。计算训练集基于这m个变量的最佳分划。（Wiki:在[机器学习](http://zh.wikipedia.org/zh-cn/%E6%9C%BA%E5%99%A8%E5%AD%A6%E4%B9%A0)中，**随机森林**是一个包含多个[决策树](http://zh.wikipedia.org/zh-cn/%E5%86%B3%E7%AD%96%E6%A0%91)的[分类器](http://zh.wikipedia.org/w/index.php?title=%E5%88%86%E9%A1%9E%E5%99%A8&action=edit&redlink=1)， 并且其输出的类别是由个别树输出的类别的[众数](http://zh.wikipedia.org/zh-cn/%E7%9C%BE%E6%95%B8)而定。 [Leo Breiman](http://zh.wikipedia.org/w/index.php?title=Leo_Breiman&action=edit&redlink=1)和[Adele Cutler](http://zh.wikipedia.org/w/index.php?title=Adele_Cutler&action=edit&redlink=1)发展出推论出随机森林的算法。 而 "Random Forests" 是他们的[商标](http://zh.wikipedia.org/zh-cn/%E5%95%86%E6%A8%99)。 这个术语是1995年由贝尔实验室的[Tin Kam Ho](http://zh.wikipedia.org/w/index.php?title=Tin_Kam_Ho&action=edit&redlink=1)所提出的**随机决策森林**（**random decision forests**）而来的。这个方法则是结合 Breimans 的 "[Bootstrap aggregating](http://zh.wikipedia.org/w/index.php?title=Bootstrap_aggregating&action=edit&redlink=1)" 想法和 Ho 的"random subspace method"" 以建造决策树的集合。）

答：

2． 200字简述 4\*5=20  
a)最小距离分类器何时是最优分类器？  
b)写出最小距离分类器，分段线性判别，最近邻法的关系  
c)写出决策树和随机森林的关系，以及为什么要有随机森林  
        记不太清了，貌似有个SVM的原理？  
d)写出K-L变换和PCA的关系  
        写出特征提取和fisher线性判别的关系

1. 最小距离分类器：（课本P120页）最小距离分类器是指在贝叶斯决策规则当类条件概率密度为正态分布且各特征统计独立同方差时，利用贝叶斯决策规则在可以得到线性距离判别函数，特别是当![](data:image/x-wmf;base64,183GmgAAAAAAAAAJQAIACQAAAABRVQEACQAAAyMCAAACALEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAJCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ACAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaACHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdSkQZvcEAAAALQEAAAoAAAAyCgAAAAACAAAAMTINBcABBQAAABQCgAE8ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXUpEGb3BAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAKCkoKe4BBgMYAgADBQAAABQCgAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDQ2hIAeUhudUCRcXUpEGb3BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAUFD0BAADBQAAABQCgAGuARwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB13SsKDrjVHQDQ2hIAeUhudUCRcXUpEGb3BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAd3f0BAADBQAAABQCgAECBBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB12SEKlxi4GgDQ2hIAeUhudUCRcXUpEGb3BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXcAA7EAAAAmBg8AVwFBcHBzTUZDQwEAMAEAADABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1AAAgCCKAACBITJA3cDABsAAAsBAAIAiDEAAAEBAAoCAIIpAAIEhj0APQIAg1AAAgCCKAACBITJA3cDABsAAAsBAAIAiDIAAAEBAAoCAIIpAAAAAgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPcpEGb3AAAKADgAigEAAAAAAQAAAATlEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)时，决策规则式可以写成

![](data:image/x-wmf;base64,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)

这时的最小距离分类器是满足贝叶斯决策规则的最优分类器。

1. 最小距离分类器是一种分段线性的判别方法。每个样本点的类别由最近的代表点的类别决定。最近邻法是这种分类器的一种应用，特殊之处在于（课本P120页）最近邻法是将每一个样本都当做类别的代表点
2. 随机森林由多个决策树组成。随机森林的优缺点：

Wiki:The advantages of random forest are:

* For many data sets, it produces a highly accurate classifier
* It handles a very large number of input variables
* It estimates the importance of variables in determining classification
* It generates an internal unbiased estimate of the generalization error as the forest building progresses
* It includes a good method for estimating missing data and maintains accuracy when a large proportion of the data are missing
* It provides an experimental way to detect variable interactions
* It can balance error in class population unbalanced data sets
* It computes proximities between cases, useful for [clustering](http://en.wikipedia.org/wiki/Clustering), detecting [outliers](http://en.wikipedia.org/wiki/Outlier), and (by scaling) visualizing the data
* Using the above, it can be extended to unlabeled data, leading to unsupervised clustering, outlier detection and data views
* Learning is fast

The disadvantages of random forest are:

* Random forest are prone to overfitting for some datasets. This is even more pronounced in noisy classification/regression tasks.[[6]](http://en.wikipedia.org/wiki/Random_forest#cite_note-5)
* Random Forest does not handle large numbers of irrelevant features as well as ensembles of entropy-reducing decision trees.[[7]](http://en.wikipedia.org/wiki/Random_forest#cite_note-6)
* It is more efficient to select a random decision boundary than an entropy-reducing decision boundary, thus making larger ensembles more feasible. Although this may seem to be an advantage at first, it has the effect of shifting the computation from training time to evaluation time, which is actually a disadvantage for most applications.

3. 写出K-L变换和PCA的关系:PCA和K-L变换目的都是从高维的原始数据中提取低维度相关性低的特征数据。（白云飞：PCA针对样本协方差矩阵，找出特征值较大的，K-L变换针对产生矩阵，可以根据不同准则挑选特征值和特征向量，二者本质相同）

答：

3．构造两类分类器，100个训练数据，使用K近邻法，如何选择K，给出一个合适的K，说明理由（1\*5=5）

K值不宜太大，太大则太多干扰样本点被纳入，太小则无法适应小规模错误情况，对于100个训练数据，一般来说选择5、7、9比较合适。去奇数是为了避免出现两种类别数相同无法判决的情况。 答：

4．SOM若没有邻域作用，则变成什么算法？写出该算法的目标函数，算法基本步骤（1\*15=15）

SOM思路类似先作向量量化（聚类），用较少的点（子类）代表原样本空间，把这些代表点进行分类。(Wiki: A **self-organizing map (SOM)** or **self-organizing feature map (SOFM)** is a type of [artificial neural network](http://en.wikipedia.org/wiki/Artificial_neural_network) that is trained using [unsupervised learning](http://en.wikipedia.org/wiki/Unsupervised_learning) to produce a low-dimensional (typically two-dimensional), discretized representation of the input space of the training samples, called a **map**. Self-organizing maps are different from other artificial neural networks in the sense that they use a neighborhood function to preserve the [topological](http://en.wikipedia.org/wiki/Topology) properties of the input space.)

如果没有邻域作用，就退化一个典型的C均值法。

该算法计算步骤（课件9.3，P17）

5．综合题。文本自动分类的原理性设计，按内容分类为军事，体育，娱乐等。例举本科所学内容和概念能在这个设计上怎么体现。1\*30=30

答：因为是按已知内容分类，是一个监督学习的模式识别问题。

考虑如下监督学习模式

1.随机获取已经定义好类别的样本

1.特征提取：每个样本进行词频统计，词汇来自《辞海》。假设辞海有80000个词，则对每一个样本，得到一个80000维的特征数据。显然，这是一个高维数据。

2.特征处理：（1）首先去所有样本出现频度都小于一定阈值的词汇，比方说出现5次。剩下10000维。（2）对这10000维进行主成分分析，得到一个低维度的特征数据，比如4维。（3）对于这三维，可以进行一下分类：k近邻法、支撑向量机法（广义支撑向量机）、Fisher判别法等。其中Fisher判别再次降维后还可以运用基于最小错误率的贝叶斯决策

3．对于以上监督学习模式的样本可以进行同一个方法的交叉验证，去除一定的干扰。

附加题．说明两类错误率。在SVM线性不可分的情况下，如何把最小风险的概念引入SVM，对目标函数应该怎样修正。（最多10分，全卷不会超过100分）

答：

（1）两类错误率为“拒真纳伪”。

（2）（课本P298）如果线性不可分，就是某些样本不能满足条件时![](data:image/x-wmf;base64,183GmgAAAAAAAMALQAIACQAAAACRVwEACQAAAwMCAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAV0BHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADDeEgB5SG51QJFxdYIrZlUEAAAALQEAABAAAAAyCgAAAAAGAAAAWygpXTEwfgCjApQCmAEWAgADBQAAABQC4wEEARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAw3hIAeUhudUCRcXWCK2ZVBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaWkJA8ABBQAAABQCgAFeABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAw3hIAeUhudUCRcXWCK2ZVBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAeXd4Yg0CAgHfAgADBQAAABQCgAE+BRwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1yisKoLA9JgAw3hIAeUhudUCRcXWCK2ZVBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAKy2zwoIC2gEAA7sAAAAmBg8AawFBcHBzTUZDQwEARAEAAEQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3kAAwAbAAALAQACAINpAAABAQAKAgCCWwACAIIoAAIAg3cAAgCDeAADABsAAAsBAAIAg2kAAAEBAAoCAIIpAAIEhisAKwIAg2IAAgCCXQACBIYSIi0CAIgxAAIEhmUiswIAiDAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AVYIrZlUAAAoAOACKAQAAAAAAAAAAZOgSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，引入松弛因子![](data:image/x-wmf;base64,183GmgAAAAAAAMADQAIACQAAAACRXwEACQAAA9EBAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAc0CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SG51QJFxdY8wZtwEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkAAwUAAAAUAuMB6AAcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIbnVAkXF1jzBm3AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGl5wAEFAAAAFAKAASIAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUuKwpwkEUzAKDdEgB5SG51QJFxdY8wZtwEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB4eQADBQAAABQCgAGnARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB17hQKhNBFMwCg3RIAeUhudUCRcXWPMGbcBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAs3kAA5gAAAAmBg8AJgFBcHBzTUZDQwEA/wAAAP8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhL4DeAMAGwAACwEAAgCDaQAAAQEACgIEhmUiswIAiDAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDcjzBm3AAACgA4AIoBAAAAAAAAAADU5xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，使得条件变成![](data:image/x-wmf;base64,183GmgAAAAAAAMAOQAIACQAAAACRUgEACQAAA3wCAAACAM0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAOCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ADgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAV0BHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SG51QJFxdRMmZgkEAAAALQEAABAAAAAyCgAAAAAGAAAAWygpXTEwfgAtA5QCmAGLBAADBQAAABQC4wEEARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhudUCRcXUTJmYJBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAaWlpr5MDQwfAAQUAAAAUAoABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIbnVAkXF1EyZmCQQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHl3eGINAowB3wIAAwUAAAAUAoABFAscAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdaw0Cv+gNScAoN0SAHlIbnVAkXF1EyZmCQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFAKAAcgFHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXtLQqxgDUnAKDdEgB5SG51QJFxdRMmZgkEAAAALQEAAAQAAADwAQEADQAAADIKAAAAAAQAAAArLSuzggLIAYcCAAMFAAAAFAKAAWcDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEANAoAoDUnAKDdEgB5SG51QJFxdRMmZgkEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABneQADzQAAACYGDwCPAUFwcHNNRkNDAQBoAQAAaAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDeQADABsAAAsBAAIAg2kAAAEBAAoCAIJbAAIAgigAAgCDdwACBIuP6WcCAIN4AAMAGwAACwEAAgCDaQAAAQEACgIAgikAAgSGKwArAgCDYgACAIJdAAIEhhIiLQIAiDEAAgSGKwArAgSEvgN4AwAbAAALAQACAINpAAABAQAKAgSGZSKzAgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAJEyZmCQAACgA4AIoBAAAAAAAAAADU5xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，对于足够小的![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXcKwr/CBAoANDaEgB5SG51QJFxdXwoZiQEAAAALQEAAAkAAAAyCgAAAAABAAAAc3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhMMDcwAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB8KGYkAAAKADgAigEAAAAA/////wTlEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，只要使![](data:image/x-wmf;base64,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)最小就能使错分样本数最小。对应线性可分情况下的使分类间隔最大，在线性不可分的时候引入约束![](data:image/x-wmf;base64,183GmgAAAAAAAAAGYAIBCQAAAABwWgEACQAAAxoCAAACAKoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgAGCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABQAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AN0CHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdbQ0ZncEAAAALQEAAAkAAAAyCgAAAAABAAAAMnnAAQUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1tDRmdwQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHx8fHxOANQBTgAAAwUAAAAUAgMCRQUcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A0NoSAHlIbnVAkXF1tDRmdwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGt5wAEFAAAAFAKgAQwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxdbQ0ZncEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAB3Y5IDAAMFAAAAFAKgAXgDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXGJApgUCIeANDaEgB5SG51QJFxdbQ0ZncEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAACjYwADqgAAACYGDwBKAUFwcHNNRkNDAQAjAQAAIwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCCfAACAIJ8AAIAg3cAAgCCfAACAIJ8AAMAHAAACwEBAQACAIgyAAAACgIEhmQiowIAg2MAAwAbAAALAQACAINrAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHe0NGZ3AAAKADgAigEAAAAAAQAAAATlEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，最终得到目标函数![](data:image/x-wmf;base64,183GmgAAAAAAAAAUQAQACQAAAABRTgEACQAAA0kEAAAEAOUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABAAUCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7L////AEwAA8gMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAiACEAkFAAAAEwIgAvgJBQAAAAkCAAAAAgUAAAAUAu4DohAcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIbnVAkXF1izRmIgQAAAAtAQEACQAAADIKAAAAAAEAAAAxecABBQAAABQCjgEkCRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhudUCRcXWLNGYiBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAMXkAAwUAAAAUAoACOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIbnVAkXF1izRmIgQAAAAtAQEABAAAAPABAgAVAAAAMgoAAAAACQAAAG1pbnssKSgpfU0mAWwAwAASA2gBGgh0A34AAAMFAAAAFAKsAyoJHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SG51QJFxdYs0ZiIEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAyeQADBQAAABQC+QA7EBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhudUCRcXWLNGYiBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAbnnAAQUAAAAUAuMCIxIcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoN0SAHlIbnVAkXF1izRmIgQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAGl5wAEFAAAAFALuA+MPHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDdEgB5SG51QJFxdYs0ZiIEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABpecABBQAAABQCgAKoBBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg3RIAeUhudUCRcXWLNGYiBAAAAC0BAgAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAd3d3Q5gFgAFGAgADBQAAABQCgAIcAxwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1WhcK7ThALgCg3RIAeUhudUCRcXWLNGYiBAAAAC0BAQAEAAAA8AECAAwAAAAyCgAAAAADAAAAZnh41PoCRwsAAwUAAAAUAu4DMxAcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdbAYCtV4QC4AoN0SAHlIbnVAkXF1izRmIgQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15wAEFAAAAFAKAAt4HHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVaFwruOEAuAKDdEgB5SG51QJFxdYs0ZiIEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAAA9KxoFAAMFAAAAFALYAqcPHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWwGArWeEAuAKDdEgB5SG51QJFxdYs0ZiIEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAADlK4AEBQAAABQCgAI8CxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhABcK7zhALgCg3RIAeUhudUCRcXWLNGYiBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAZysAAwUAAAAUAoACKAMcAAAA+wKA/gAAAAAAAJABAAAAhgACAADLzszlAJFxdbAYCtd4QC4AoN0SAHlIbnVAkXF1izRmIgQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAKOoAAMAAOUAAAAmBg8AwAFBcHBzTUZDQwEAmQEAAJkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBkRTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAICgm0AAgCCaQACAIJuAAIAgnsAAgSE1QNmAgCMCP8CAIN3AAIAgiwAAgSEvgN4AgCCKQACBIY9AD0DAAsAAAEAAgCIMQAAAQACAIgyAAAAAgCDdwACBIuP6WcCAIN3AAIEhisAKwIAg0MAAgCCKAADABBwAAEAAgSEvgN4AwAbAAALAQACAINpAAABAQAAAQACAINpAAIEhj0APQIAiDEAAAEAAgCDbgAADQIEhhEi5QAKAgCCKQACAIJ9AAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAIs0ZiIAAAoAOACKAQAAAAD/////1OcSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)，C为某个指定常数，起着控制对错分样本惩罚的程度（风险）的作用。关于风险的讨论在课本P299页

# 卷四、2007~2008秋\_模式识别\_张学工\_期末A（略）

# 卷五、2006~2007秋\_模式识别\_张学工\_期末B

1.  写出英文全称并解释相应的概念或者方法的原理30%    
a)非参数估计    b)非监督模式识别  c)最大似然估计

d)MDS e)推广能力      f)kNN

答：其他见前文卷子。

* 1. MDS：[Multi-Dimensional Scaling](http://en.wikipedia.org/w/index.php?title=Multi-Dimensional_Scaling&action=edit&redlink=1),

Multidimensional scaling (MDS) is a set of related [statistical](http://en.wikipedia.org/wiki/Statistical) techniques often used in [information visualization](http://en.wikipedia.org/wiki/Information_visualization) for exploring similarities or dissimilarities in data. MDS is a special case of [ordination](http://en.wikipedia.org/wiki/Ordination_(statistics)). An MDS algorithm starts with a [matrix](http://en.wikipedia.org/wiki/Matrix_(mathematics)) of item–item [similarities](http://en.wikipedia.org/wiki/Similarity_(mathematics)), then assigns a location to each item in N-dimensional space, where N is specified a priori. For sufficiently small N, the resulting locations may be displayed in a graph or [3D visualisation](http://en.wikipedia.org/wiki/3D_visualisation).

* 1. 这里附上红宝书预测词汇：

### LDF:Linear Discriminant Functions线性判别函数。

### ISOMAP

[Isomap](http://en.wikipedia.org/wiki/Isomap)[[6]](http://en.wikipedia.org/wiki/Nonlinear_dimensionality_reduction#cite_note-5) is a combination of Curvilinear Distance Analysis (CDA) and [Multidimensional Scaling](http://en.wikipedia.org/wiki/Multidimensional_Scaling) (MDS). Both CDA and Isomap begin by finding a set of the nearest neighbors of each point. They seek to preserve the geodesic distances between points while projecting the data into fewer dimensions. Geodesic distance is defined as the length of the shortest path between two points that stays on the manifold surface. These algorithms estimate geodesic distances by finding the shortest neighbor-to-neighbor path between every pair of points, which can be computed efficiently using [Dijkstras algorithm](http://en.wikipedia.org/wiki/Dijkstras_algorithm).

**LLE**

Locally-Linear Embedding (LLE)[[8]](http://en.wikipedia.org/wiki/Nonlinear_dimensionality_reduction#cite_note-7) was presented at approximately the same time as Isomap. It has several advantages over Isomap, including faster optimization when implemented to take advantage of sparse matrix algorithms, and better results with many problems. LLE also begins by finding a set of the nearest neighbors of each point. It then computes a set of weights for each point that best describe the point as a linear combination of its neighbors. Finally, it uses an eigenvector-based optimization technique to find the low-dimensional embedding of points, such that each point is still described with the same linear combination of its neighbors. LLE tends to handle non-uniform sample densities poorly because there is no fixed unit to prevent the weights from drifting as various regions differ in sample densities. LLE has no internal model.

2.    如果用kNN来解决作业中的男女生训练样本问题，那么你如何选择k？简述理由

答：K=5,7,9,理由见卷子

3. 12%  无邻域相互作用的SOM的相当于是优化什么目标函数，写出目标函数。8%

答：C means，见前文

4. 1)简述两类错误率的概念，并由此谈一谈最小风险错误率Bayes分类器的原理？    8%    
   2)怎么把最小风险的概念引入线性SVM中（考虑线性不可分的情况），尝试写出公式6%  
   3)怎么把最小风险的概念引入Fisher线性判别中，简述一下。6%

答：见前文

5. 现在先要建立一种针对不同用户的文本邮件分类系统，比如分成私人邮件，公务邮件等。描述怎么建立，课上讲的哪些方法和概念可以用到？30%  

答：见前文

# 卷六、2005~2006秋\_模式识别\_张学工\_期末

张老师说：言多必失

1. 10%  简述最小错误率Bayes分类器的原理和适用范围

答：（NBA@zzxy说）：原理：通过观察 x 把状态的先验概率转化为状态的后验概率，比较不同的后验概率并作出决策。 适用范围：各类别总体的概率分布是已知的，要决策分类的类别数是一定的，离散数据，相较其它算法可以解决高维问题。

2. 10%  什么是分类器的错误率？如何估计？  
        简述两类错误率的概念，以及如何控制两类错误率的影响？

答：两类错误率是：拒真纳伪。控制两类错误率（1）选择更好的特征。（2）对特征进行提取。（3）变更分类器。（4）同一种分类器引入风险函数进行权衡（Tradeoff）

3. 10%  写出英文全称  
        模式识别        似然函数        非监督学习      非参数估计  
        SVM     MLP     PCA     MDS(必杀!)      k-NN    SOM

答：Pattern Recognition; Likelihood Function; Unsupervised Learning; Non-parametrical Estimation

4. 10%  无邻域相互作用的SOM的准则函数？(记不清怎么说的了..)

C-means，见前文

5. 15%  学号末两位和为奇数用身高数据，为偶数用体重数据  
        体重：  55      57      67      68      50  
        进行平均距离分级聚类，给出分类树，给出每级的距离矩阵。  
        聚为几类合适？为什么？

(((67,68)),50),(55,57)),分为两类合适。每级距离矩阵：(((67[1]68))[方差\*]50)[方差\*\*](55[1.414]57)),

6. 15%  参数估计和非参数估计的概念？最大似然估计和Parzen窗法的原理？  
        如何估计错误率？

答：参数估计：已知概率模型，根据样本对参数进行估计。非参数估计：未知概率模型，通过样本对概率模型进行直接估计。最大似然估计：在参数估计中选取使样本出现概率最大（Most Likelihood）的参数![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAUAAAAJAgAAAAIFAAAAFAL0AA0BHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANDaEgB5SG51QJFxddRAZvwEAAAALQEAAAkAAAAyCgAAAAABAAAAKnnAAQUAAAAUAqABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdeFACnggbTEA0NoSAHlIbnVAkXF11EBm/AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHF5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgZEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EDABwAAAsBAQEAAgCBKgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A/NRAZvwAAAoAOACKAQAAAAAAAAAABOUSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)进行的估计。Parzen窗法是一种非参数估计方法（课件3.5.2P39），每个样本点对分布函数产生贡献用窗函数描述为k(x,xi)

7. 20%  以下线性分类器的设计原理？各自特性，联系？  
        A) 最小距离分类器   B) Fisher线性分类器  
        C) 感知准则函数分类器   D) 线性SVM

除感知准则函数分类器外原理见前文。

感知准则函数分类器：（课本P93）

8. 10%  给出一个模式识别的实例。

答：套用前文的例子

# 卷七、2004~2005秋\_模式识别\_张学工\_期末

见前文

一。给出了一组男生女生的身高体重数据（各十组），作为样本集  
然后给出了6组数据的测试集。给出了决策风险矩阵  
1。用最小风险bayes决策做分类器,并分类（学号单号用身高，双号  
用体重）  18分  
2。对测试集数据用分级聚类的方法聚类，要求写出距离矩阵和聚类  
树（同样单号用身高...）   12分

二。简答  
1。概率密度函数的参数估计和非参数估计的原理和特点。分别说明  
最大似然估计和Panzen窗法的条件和影响因素。  20分

2。C均值聚类和模糊C均值聚类的原理       20分

见前文，模糊C用

见前文

三。综合  
1。描述怎么建立一种方法对文本内容进行分类，比如分成军事，科  
技，教育等。描述从数据获取到特征选择到建立分类器等过程的方法  
等。    30分

# 卷八、2003~2004秋\_模式识别\_张学工\_期末（略，同卷七）

# 卷九、1999~2000春\_模式识别\_张学工\_期末（略，同卷七）

**附某次研究生课模式识别考题，张长水的。**1.一个两类分类问题如下：第一类的先验概率是2/3，第二类的先验概率是1/3，两类的  
概率密度函数为：p1是一个[1，10]的均匀分布，p2是一个[8，12]的均匀分布。请用贝  
叶斯决策方法按照最小错误率准则设计分类器。  
2已知一批样本为：0，2，3，3，3，4，6。  
 a.如果这些样本来自正态分布，请用最大似然方法估计该分布的均直和方差。并请分析  
样本数的多少对所估计的结果的影响。  
 b.如果不知道样本的分布，给出一种估计这些样本的概率密度函数的方法。详细说明估  
计方法、估计步骤，并给出估计结果。  
3已知2类样本如下，请用Fisher准则设计分类器，画出样本分布和投影直线，给出分界  
面方程和图形。简单说明类内协方差矩阵在Fisher判别中的作用。  
   w1:(1,0)T,(0,1)T  
   w2:(3,3)T,(3,5)T,(5,5)T,(5,3)T  
4有下列两类样本，请用1近邻法设计分类器，给出设计好的分类器，并画出样本分布和  
界面。  
   w1:(0,0)T,(1,1)T,(1,-1)T  
   w2:(1,0)T,(0,2)T,(0,-2)T  
5有下列样本。请用多级聚类方法对其聚类。类间距离采用最近距离。给出计算过程，画  
出多级聚类树，说明应该分成几类，并说明理由。用最近距离准则有什么缺点，请举例  
说明。  
  (1,0)T,(0,2)T,(0,4)T,(2,0)T  
6问答题  
  a.利用贝叶斯理论设计分类器对于学习模式识别有什么意义？其缺点是什么？  
  b.分析压缩近邻法的有点和缺点。  
  c.在特征提取和特征选择时，应找什么特征？  
  d.特征提取和特征选择的困难是什么？为什么说特征提取和特征选择是设计分类器的  
关键？  
  e.人工神经网络理论可以用于模式识别吗？就你所了解给出说明。  
7由N个样本构成的集合S被划分成c个互不相交的子集S1,S2,....Sc，如果Si是空集，则  
该集合样本的均值mi不定义。这种情况下，误差平方和仅仅和非空子集有关；  
J=对i求和对属于Si的x求和||x-mi||2  
其中，i是不包含空子集的子集符号。假定N>=c，请证明使得J最小的划分中没有空子集