目的：

在推荐系统中，通常通过观察用户-项目评分矩阵来进行算法的推导和研究。但是，随着电子商务服务中用户和项目数量的爆炸式增长，导致用户-项目矩阵的维度呈现指数增加的趋势，伴随而来的就会造成评分矩阵的稀疏。该特性也是推荐系统质量恶化的主要因素之一。为了提高准确性，用于特定场景的推荐技术要求不仅考虑用户的评分信息，还要考虑用户所在地区的人口统计信息，基于用户行为的社会网络以及指定相关项目描述的一些辅助信息。目前，研究者们已经提出了基于文档建模方法（如LDA主题模型等方法）以及能够产生更加准确的潜在模型的CDL协同深度学习的方法。在最近的工作成果里，利用卷积神经网络（CNN）来进行文档感受野的采集，并利用下采样来防止过拟合的思路获得了一定成都的成功。但是，使用CNN进行用户-项目矩阵分解（ConvMF）的缺陷在于其不能体现出单个句子中的词序关系。而词序在一定程度上决定了语句的内在含义和思想。在本工作中，我们计划提出一种R-ConvMF的方法，即尝试在现有的ConvMF中嵌入RNN（循环神经网络层），以挖掘单个语句向量中词序的关系。这样一来，不仅增强了多个文本向量之间的局部感受野（CNN效果），还针对单个句子做了更进一步的信息挖掘（RNN），最终以获得更为准确的推荐效果。

现状和发展趋势：

现有的基于文档的建模方法利用项目描述文档(评论，摘要或简介)来进行语句向量的回归，对比起传统的协同过滤的方法，这种方法较为···············································································································································································合理地利用了辅助信息，从而在评分预测精度方面产生了一种更加准确的潜在模型。

但是，这种方法造成的缺陷在于，它们是基于词袋模型进行模型搭建的，也就是说每一个词在句子中的顺序是不确定的，也就是说，现有的集成模型并不能完全捕获句子的内建信息，因为他们不能利用预先训练的词嵌入模型（如Glove）

在最近的工作中，提出了一种CNN和MF结合的模型ConvMF，这种模型的优点在于其通过模型组件（卷积核）捕获了文档之间的上下文信息，通过增加CNN层和下采样层到PMF中，比较好地处理了上下文之间地信息稀疏的问题。但是，针对于单个语句中词序的关系，该模型没有对词粒度的信息进行挖掘。因此，对词粒度信息的挖掘是提升推荐系统性能的下一个发展方向

难点：  
1.RNN如何无缝连接到ConvMF中？（如何将RNN置于一个比较合理的上下文环境下？）

2.RNN的权重是否需要预训练？

3.loss如何计算？如何体现出单个语句的词序重要性？
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