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**Experiment No.: 4**

**Aim**

To implement Z-score and Min Max implementation using Python.

**Procedure and Output**

**1)**

import pandas as pd

import numpy as np

import scipy.stats as stats

data = np.array([6, 7, 7, 12, 13, 13, 15, 16, 19, 22])

stats.zscore(data)

**OUTPUT**

array([-1.39443338, -1.19522861, -1.19522861, -0.19920477, 0. , 0. , 0.39840954, 0.5976143 , 1.19522861, 1.79284291])

**2)**

import pandas as pd

import numpy as np

import scipy.stats as stats

data = np.array([[5, 6, 7, 7, 8],

                 [8, 8, 8, 9, 9],

                 [2, 2, 4, 4, 5]])

stats.zscore(data, axis=1)

**OUTPUT**

array([[-1.56892908, -0.58834841, 0.39223227, 0.39223227, 1.37281295], [-0.81649658, -0.81649658, -0.81649658, 1.22474487, 1.22474487], [-1.16666667, -1.16666667, 0.5 , 0.5 , 1.33333333]])

**3)**

import pandas as pd

import numpy as np

import scipy.stats as stats

data = pd.DataFrame(np.random.randint(0, 10, size=(5, 3)), columns=['A', 'B', 'C'])

data.apply(stats.zscore)

**OUTPUT**

![](data:image/png;base64,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)

**4)**

from numpy import asarray

from sklearn.preprocessing import MinMaxScaler

# define data

data = asarray([[100, 0.001],

        [8, 0.05],

        [50, 0.005],

        [88, 0.07],

        [4, 0.1]])

print(data)

# define min max scaler

scaler = MinMaxScaler()

# transform data

scaled = scaler.fit\_transform(data)

print(scaled)

**OUTPUT**

[[1.0e+02 1.0e-03]

[8.0e+00 5.0e-02]

[5.0e+01 5.0e-03]

[8.8e+01 7.0e-02]

[4.0e+00 1.0e-01]]

[[1. 0. ]

[0.04166667 0.49494949]

[0.47916667 0.04040404]

[0.875 0.6969697 ]

[0. 1. ]]

**5)**

from numpy import asarray

from sklearn.preprocessing import StandardScaler

# define data

data = asarray([[100, 0.001],

        [8, 0.05],

        [50, 0.005],

        [88, 0.07],

        [4, 0.1]])

print(data)

# define standard scaler

scaler = StandardScaler()

# transform data

scaled = scaler.fit\_transform(data)

print(scaled)

**OUTPUT**

[[1.0e+02 1.0e-03]

[8.0e+00 5.0e-02]

[5.0e+01 5.0e-03]

[8.8e+01 7.0e-02]

[4.0e+00 1.0e-01]]

[[ 1.26398112 -1.16389967]

[-1.06174414 0.12639634]

[ 0. -1.05856939]

[ 0.96062565 0.65304778]

[-1.16286263 1.44302493]]

**6)**

# load and summarize the sonar dataset

from pandas import read\_csv

from pandas.plotting import scatter\_matrix

from matplotlib import pyplot

# Load dataset

url = "https://raw.githubusercontent.com/jbrownlee/Datasets/master/sonar.csv"

dataset = read\_csv(url, header=None)

# summarize the shape of the dataset

print(dataset.shape)

# summarize each variable

print(dataset.describe())

# histograms of the variables

dataset.hist()

pyplot.show()

**OUTPUT**

(208, 61)

0 1 2 3 4 5 \

count 208.000000 208.000000 208.000000 208.000000 208.000000 208.000000

mean 0.029164 0.038437 0.043832 0.053892 0.075202 0.104570

std 0.022991 0.032960 0.038428 0.046528 0.055552 0.059105

min 0.001500 0.000600 0.001500 0.005800 0.006700 0.010200

25% 0.013350 0.016450 0.018950 0.024375 0.038050 0.067025

50% 0.022800 0.030800 0.034300 0.044050 0.062500 0.092150

75% 0.035550 0.047950 0.057950 0.064500 0.100275 0.134125

max 0.137100 0.233900 0.305900 0.426400 0.401000 0.382300

6 7 8 9 ... 50 \

count 208.000000 208.000000 208.000000 208.000000 ... 208.000000

mean 0.121747 0.134799 0.178003 0.208259 ... 0.016069

std 0.061788 0.085152 0.118387 0.134416 ... 0.012008

min 0.003300 0.005500 0.007500 0.011300 ... 0.000000

25% 0.080900 0.080425 0.097025 0.111275 ... 0.008425

50% 0.106950 0.112100 0.152250 0.182400 ... 0.013900

75% 0.154000 0.169600 0.233425 0.268700 ... 0.020825

max 0.372900 0.459000 0.682800 0.710600 ... 0.100400

51 52 53 54 55 56 \

count 208.000000 208.000000 208.000000 208.000000 208.000000 208.000000

mean 0.013420 0.010709 0.010941 0.009290 0.008222 0.007820

std 0.009634 0.007060 0.007301 0.007088 0.005736 0.005785

min 0.000800 0.000500 0.001000 0.000600 0.000400 0.000300

25% 0.007275 0.005075 0.005375 0.004150 0.004400 0.003700

50% 0.011400 0.009550 0.009300 0.007500 0.006850 0.005950

75% 0.016725 0.014900 0.014500 0.012100 0.010575 0.010425

max 0.070900 0.039000 0.035200 0.044700 0.039400 0.035500

57 58 59

count 208.000000 208.000000 208.000000

mean 0.007949 0.007941 0.006507

std 0.006470 0.006181 0.005031

min 0.000300 0.000100 0.000600

25% 0.003600 0.003675 0.003100

50% 0.005800 0.006400 0.005300

75% 0.010350 0.010325 0.008525

max 0.044000 0.036400 0.043900

[8 rows x 60 columns]