## 均值： 均值描述的是样本集合的中间点。

## 标准差：标准差给我们描述的则是样本集合的各个样本点到均值的距离之平均。

## 方差：方差则仅仅是标准差的平方。

## 协方差：如果结果为正值，则说明两者是正相关的(从协方差可以引出“相关系数”的定义)，如果结果为正值，则说明两者是正相关的(从协方差可以引出“相关系数”的定义)，如果为0，也是就是统计上说的“相互独立”。

## 协方差性质：注：

**注：协方差只能处理二维问题。多维问题使用协方差矩阵。**

## 协方差矩阵：

## 三维协方差矩阵：协方差矩阵是一个对称的矩阵，而且对角线是各个维度上的方差。

PCA降维步骤：

**设有m条n维数据**

**1）将原始数据按列组成n行m列矩阵X；**

**2）将X的每一行（代表一个属性字段）进行零均值化，即减去这一行的均值；**

**3）求出协方差矩阵；**

**4）求出协方差矩阵的特征值及对应的特征向量r；**

**5）将特征向量按对应特征值大小从上到下按行排列成矩阵，取前k行组成矩阵P；**

**6）用中心化后的数据矩阵乘以K个特征向量组成的矩阵，得到的矩阵即降到K维的数据。**

## ****维数K的选择：****

**使用一个公式：![](data:image/x-wmf;base64,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)，表示压缩之后的误差，m所有特征的个数，然后确定一个阈值x，比如0.01，选取一个K,使得error<x,则我们认为这个m可以接受，否则尝试其他。**

## 特征向量和特征值：

**（可以直观的理解：“特征向量是坐标轴，特征值是坐标”）   
向量是具有大小（magnitude）和方向（direction）的几何概念。 特征向量是由满足如下公式的矩阵得到的一个非零向量：**![](data:image/x-wmf;base64,183GmgAAAAAAAKAFwAECCQAAAABzWgEACQAAA88BAAAEAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBQAAhgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnMATwEFAAAAEwJzAA8CBQAAABQCcwCMBAUAAAATAnMATAUFAAAACQIAAAACBQAAABQCYAFYABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6N3dAAAAABAAAAC0BAQAMAAAAMgoAAAAAAwAAAEF2dk/qAD0DAAMFAAAAFAJgAZsDHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQJT90CR4KVwAACgAAAAAACfo3d0AAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABseQADBQAAABQCYAF1AhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAUCU/dKIeCnkAAAoAAAAAAAn6N3dAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAPXkAA5kAAAAmBg8AJwFBcHBzTUZDQwEAAAEAAAABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINBAAIBg3YABgARAAIEhj0APQIEhLsDbAIBg3YABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKANocZubaHGbmIQCKAjDQGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA),**其中，**![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAWABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAhgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlMAQQAFAAAAEwJTAAEBBQAAAAkCAAAAAgUAAAAUAkABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+jd3QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB2eQADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3YABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAJQbZuaUG2bmIQCKAjDQGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)**→是特征向量，AA是方阵，λλ是特征值。经过AA变换之后，特征向量的方向保持不变，只是其大小发生了特征值倍数的变化。也就是说，一个特征向量左乘一个矩阵之后等于等比例放缩（scaling）特征向量。**

**矩阵的特征向量是属于并描述数据集结构的向量。   
特征向量和特征值只能由方阵得出，且并非所有方阵都有特征向量和特征值。如果一个矩阵有特征向量和特征值，那么它的每个维度都有一对特征向量和特征值。矩阵的主成分是由其协方差矩阵的特征向量，按照对应的特征值大小排序得到的。最大的特征值就是第一主成分，第二大的特征值就是第二主成分，以此类推。**