![](data:image/jpeg;base64,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)

Assessment – AT

**Vitor Hugo Tato Coriolano**

**Professor**: Felipe Fink Grael

**Disciplina**: Arquitetura de Computadores e Sistemas Operacionais

**Turma**: Noite

**Rio de Janeiro – setembro de 2021**

[INTRODUÇÃO. 1](#_Toc83273667)

[QUESTÃO 01. 2](#_Toc83273668)

[QUESTÃO 02. 2](#_Toc83273669)

[QUESTÃO 03. 3](#_Toc83273670)

[QUESTÃO 04. 6](#_Toc83273671)

[QUESTÃO 05. 7](#_Toc83273672)

[QUESTÃO 06. 8](#_Toc83273673)

[QUESTÃO 07. 8](#_Toc83273674)

[QUESTÃO 08. 9](#_Toc83273675)

[QUESTÃO 09. 10](#_Toc83273676)

[QUESTÃO 10. 11](#_Toc83273677)

[QUESTÃO 11. 12](#_Toc83273678)

[QUESTÃO 12. 13](#_Toc83273679)

[QUESTÃO 13. 13](#_Toc83273680)

[QUESTÃO 14. 14](#_Toc83273681)

[QUESTÃO 15. 15](#_Toc83273682)

[REFERÊNCIAS BIBLIOGRÁFICAS 16](#_Toc83273683)

# INTRODUÇÃO.

O trabalho apresentado está focado na apresentação final de todo o conhecimento adquirido na matéria Arquitetura de Computadores e Sistemas Operacionais.  
A nós serão apresentadas questões as quais deveremos apresentar as devidas respostas pautadas em tudo o que foi ensinado em aula.

Ao final será apresentado um sólido conhecimento sobre todo os assuntos abordados ao longo do bloco, demonstrando os mesmos de forma clara, didática e objetiva.

# QUESTÃO 01.

1. Explique o que diferencia os computadores de 3ª geração dos da 4ª geração.
   1. Computadores de terceira geração – 1964 a 1975.  
      1. Os computadores da terceira geração funcionavam por circuitos integrados. Esses substituíram os transistores e já apresentavam uma dimensão menor e maior capacidade de processamento.  
         Foi nesse período que os chips foram criados e a utilização de computadores pessoais começou.
      2. Algumas características relevantes a essa geração:
         1. Surgem os circuitos integrados.
         2. Diminuição do tamanho.
         3. Maior capacidade de processamento.
         4. Início da utilização dos computadores pessoais.
   2. Computadores de quarta geração – 1975 até os dias atuais.  
      1. Com o desenvolvimento da tecnologia da informação, os computadores diminuem de tamanho, aumentam a velocidade e capacidade de processamento de dados. São incluídos os microprocessadores com gasto cada vez menor de energia.  
         Nesse período, mais precisamente a partir da década de 90, há uma grande expansão dos computadores pessoais.  
         Além disso, surgem os softwares integrados e a partir da virada do milênio, começam a surgir os computadores de mão. Ou seja, os smartphones, iPod, iPad e tablets, que incluem conexão móvel com navegação na web.
      2. Algumas características relevantes a essa geração:
         1. Surgem os softwares integrados
         2. Processadores de Texto
         3. Planilhas Eletrônicas
         4. Gerenciadores de Banco de Dados
         5. Gráficos
         6. Gerenciadores de Comunicação

# QUESTÃO 02.

1. Informe a quantidade exata em bytes dos seguintes valores (não use multiplicadores):  
   1. – 12 Gbyte = **12884901888 – Bytes**
   2. – 20 Kbytes = **20480 – Bytes**
   3. – 256 bits = **32 – Bytes**

# QUESTÃO 03.

1. Defina os padrões de barramento SATA e SCSI e cite suas diferenças.
   1. SATA:
      1. É uma interface de comunicação que permite a dispositivos  
          como discos rígidos, SSDs, unidades de DVD / Blu-ray e afins  
          serem conectados à placa-mãe de um desktop, servidor ou  
          notebook seguindo dois princípios básicos: a de que a  
          conexão seja feita de modo fácil e seguro (impedindo que o  
          conector seja encaixado incorretamente, por exemplo) e de  
          que proporcione boa velocidade de transferência de dados.  
          O padrão surgiu por volta do ano 2000 para substituir a antiga  
          interface PATA *(*Paralell ATA*),* também conhecida como IDE.
         1. Padrões SATA  
            1. SATA 150 ou SATA I: foi a primeira versão desta  
                tecnologia e o nome ficou conhecido pela sua  
                taxa de transferência de 150 MB/s.
            2. SATA II: não aumentou a taxa de transferência,  
                porém, foi adicionado recursos como  
                NCQ (Native Command Queueing), técnicas para  
                diminuir o movimento da cabeça de leitura que  
                também é utilizada na tecnologia SCSI que será  
                mostrada posteriormente.
            3. SATA 300 ou SATA/300: trabalhava com uma  
                taxa de transmissão de 300 MB/s, o dobro da  
                última versão da PATA.
            4. SATA 600: seguindo o nome, tem uma taxa de  
                transmissão de 600 MB/s. Só lembrando que  
                essas taxas mencionadas ao longo do artigo são  
                taxas máximas, totalmente teórica. A previsão é  
                de chegar a uma taxa de transferência bem maior  
                no futuro.
   2. SCSI
      1. Sigla para Small Computer System Interface, **SCSI** é uma  
          tecnologia desenvolvida para permitir a comunicação entre  
          dispositivos computacionais de maneira rápida e confiável.  
          Sua aplicação é mais comum em HDs (discos rígidos), embora  
          outros tipos de equipamentos tenham sido lançados tirando  
          proveito dessa tecnologia, como impressoras, scanners e  
          unidades de fita (usadas para backup).  
          Trata-se de uma tecnologia antiga. Sua chegada ao mercado  
          aconteceu oficialmente em 1986, mas seu desenvolvimento foi  
          iniciado no final da década de 1970, tendo o pesquisador  
          Howard Shugart, considerado como o criador do  
          floppy disk (disquete), como principal nome por trás do projeto.  
          Pronunciado como "iscãzi", essa tecnologia se mostrou  
          extremamente importante nos anos seguintes, especialmente  
          porque os processadores passaram a ficar cada vez mais  
          rápidos. Com o SCSI, os HDs e outros dispositivos puderam,  
          de certa forma, acompanhar esse aumento de velocidade.
         1. Padrões **SCSI**
            1. SCSI-1: em 1981, este padrão surgiu para suprir a  
                necessidade de criar algum meio que permitisse  
                uma taxa de transferência de dados para discos  
                rígidos mais elevada. Essa tecnologia ganhou  
                especificações da ANSI (American National  
                Standards Institute) e assim pode ser  
                comercializada.  
                Em 1983, começaram a surgir os primeiros HDs  
                que usavam esse padrão.  
                Otimistas em relação ao sucesso e seus  
                benefícios que essa interface poderia trazer,  
                pesquisadores começaram trabalhar em  
                protocolos de comunicação com o objetivo de  
                alcançar um alto desempenho na comunicação  
                com os dispositivos SCSI, mas só no ano de 1986  
                que o SCSI se consolidou.
            2. SCSI-2: no ano em que este padrão se consolidou  
                1986, estava em estudo a versão 2 que entre  
                outras características, permitia o uso de drives de  
                CD-ROM, um verdadeiro avanço naquela época.  
                O SCSI-2 chegou efetivamente ao mercado em  
                1988 e permaneceu como o tipo mais consumido,  
                mesmo após o lançamento do SCSI-3, em 1993.  
                O padrão SCSI-2, além de ter acumulado as  
                especificações do SCSI-1, ainda incluiu um novo  
                recurso, chamado de Fast SCSI. Trata-se de um  
                barramento adicional de 10 MHz (o SCSI-1 usava  
                5 MHz). Outro recurso, foi a implantação do Wide  
                SCSI, que permitia uso de cabos de 16 ou 32 bits,  
                ao invés dos 8 bits oferecidos pelo SCSI-1.  
                Foi nesse período que scanners e outros  
                periféricos começaram a usar o SCSI.
            3. SCSI-3: Em 1995, o SCSI-3 passou a ser  
                reconhecido, mas logo ganhou uma variação, que  
                ficou conhecida como Ultra-SCSI, que funcionava  
                à velocidade de 20 Mbps. Um ano depois,  
                o SCSI-3 passou a ter especificações P1394, da  
                IEEE (Institute of Electrical and Electronics  
                Engineers) e ficou compatível com protocolos de  
                fibra óptica oferecendo suporte a comandos e  
                algoritmos de drives de CD-ROM.  
                No ano de 1997, o SCSI-3 ganhou algumas  
                especificações. A mais importante delas o  
                funcionamento em 40 MHz, passando a se  
                chamar Ultra-2 SCSI. Em 1999, essa velocidade  
                aumentou aumenta para 80 MHz e então, surgiu o  
                Ultra-3 SCSI.
            4. É de suma importância deixar claro que o SCSI  
                ainda conta com outras variações sendo uma  
                delas a SAS – a Serial Attached SCSI, que pode  
                atingir velocidade de até 6 Gb/s (gigabits por  
                segundo) e suporta a conexão de até 128  
                dispositivos. Isso é possível, entre outros motivos,  
                porque essa variação utiliza um esquema de  
                transmissão serial de dados (nas versões  
                mostradas anteriormente, a transmissão é  
                feita de maneira paralela) combinado com  
                frequências maiores.
   3. Em resumo quando nos limitamos a comparar as interfaces  
      (SATA e SCSI), logo concluímos que ambas se diferem na  
      questão de versatilidade, capacidade e desempenho.  
      O padrão SATA é destinado às mais diversas finalidades,  
      podendo ser utilizado para desempenhar qualquer tipo de  
      tarefa, mesmo que fora do ideal.  
      A interface SCSI foi desenvolvida para atender às necessidades  
      de grandes infraestruturas de TI, correspondendo ao alto  
      desempenho exigido por esses processos.

# QUESTÃO 04.

1. Classifique as memórias de acordo com sua velocidade. Depois explique qual a função da RAM e qual a função do HD.  
   1. A memória de um computador nada mais é que um circuito eletrônico ou um meio magnético, com capacidade de armazenagem de dados, os quais são imprescindíveis ao processamento: dados de entrada, como: programas, sistemas operacionais, arquivos, softwares de aplicação e instruções gerais para um bom funcionamento do computador. Existem dois grandes grupos de memória:  
      Memória Interna e a Memória externa.  
      1. A memória interna está diretamente ligada aos componentes da CPU, como por exemplo as memórias; principal (RAM); de leitura (ROM) e a cache.  
         1. Memória principal – é também é conhecida como  
             memória central, é uma memória de rápido acesso e que  
             armazena os dados e informações como programas,  
             dados de entrada e saída, dados do sistema  
             operacional, entre outros. E isto devido a três tipos de  
             registros, sendo dois deles associados a operações de  
             leitura e gravação e o outro aos endereços.
         2. Memória de Leitura – com sua característica não-volátil,  
             ou seja, estes circuitos conservam os dados que  
             estavam registrados nela mesmo que a máquina esteja  
             desligada. Por outro lado, a máquina trabalhando em  
             modo de operação normal não permite registrar nada  
             nelas, apenas possível ler o que está registrado.  
             Como por exemplo a memória ROM – read only memory  
             ou memória apenas para leitura.  
             Este tipo de memória já vem instalada de fábrica na   
             placa-mãe e traz gravadas as informações básicas para  
             o funcionamento da máquina, ativando os dispositivos  
             necessários para a inicialização das tarefas.

* + - 1. Memória Cache – Esta memória está localizada na  
          placa-mãe e é formada por vários circuitos integrados  
          RAM do tipo SRAM (Static RAM) e é muito mais rápida  
          que a RAM convencional, porque não usa o método  
          capacitivo de armazenamento e sim dispositivos de dois  
          estados como os Flips-Flops (circuito eletrônico que  
          pode assumir um de dois estados, determinados por  
          uma ou duas entradas).  
          Por ocuparem mais espaço de armazenamento,  
          tornam-se mais caros, motivo pelo qual são utilizados  
          em tamanhos reduzidos, em relação à memória do tipo  
          DRAM.  
          Sua capacidade varia de 8 Mb a 1024 Kb, sendo o mais  
          utilizados é 256 Kb, 512 Kb.  
          Para a identificação rápida dos dados,a memória cache  
          utiliza-se de um dispositivo, localizado geralmente ao  
          lado de seu banco de chips, chamado de SRAM TAG,  
          que é onde estão localizados os caracteres de  
          identificação rápida dos arquivos.
    1. A Memória externa é aquela que se vale de meios externos à  
        CPU, como HDs, fitas, disquetes, discos zip, CD-Rom's,  
        entre outros, para armazenar informações, as quais não são  
        possíveis serem gravados na memória principal, pelo fato da  
        mesma ser volátil. Esses meios ficam ligados indiretamente à  
        CPU e podem ser rapidamente acessados eles operam com  
        velocidade menor do que a RAM, porém, têm uma capacidade  
        de armazenamento infinitamente maior, não são voláteis e  
        podem ser desconectados fisicamente do computador e  
        transportados para outro local, sem que ocorram prejuízo às  
        informações armazenadas  
       .
  1. A memória RAM tem a função de ser responsável pelo armazenamento de informações necessárias para a execução de aplicativos em uso e para o funcionamento do próprio sistema operacional. Ela inclusive, facilita o trabalho do processador que pode acessar os dados essenciais mais rapidamente.
  2. Um disco rígido (HD) é um hardware usado para armazenar conteúdo digital e dados em computadores. Cada computador tem um disco rígido interno, mas você também pode obter discos rígidos externos que podem ser usados para expandir o armazenamento de um computador. Os HDs são hardwares não voláteis, ou seja, as informações gravadas neles não se perdem ao desligarmos a máquina na qual eles estejam conectados.

# QUESTÃO 05.

1. O que é o Gateway e quem pode servir de gateway?  
   1. Um Gateway, ou porta de ligação, é uma máquina intermediária geralmente destinada a interligar redes, separar domínios de colisão, ou mesmo traduzir protocolos. Exemplos de gateway podem ser os roteadores e firewalls, já que ambos servem de intermediários entre o utilizador e a rede.  
      Um proxy também pode ser interpretado como um gateway (embora em outro nível, aquele da camada em que opera), já que serve de intermediário também.  
      Cabe igualmente ao gateway traduzir e adaptar os pacotes originários da rede local para que estes possam atingir o destinatário, mas também traduzir as respostas e devolvê-las ao par local da comunicação. Assim, é frequente a utilização de protocolos de tradução de endereços, como o NAT – que é uma das implementações de gateway mais simples.  
      Outros exemplos de gateway (além do proxy citado acima) pode ser um PC com duas (ou mais) placas de rede ou um dispositivo dedicado, ambos sendo utilizados para unir duas redes.

# QUESTÃO 06.

1. Quais as funções exercidas pelo Sistema Operacional para o gerenciamento de memória? Explique.  
   1. O gerenciamento de memória é a tarefa desempenhada pela parte do Sistema Operacional que controla o uso da memória. Sendo  
      função dessa parte conhecer quais regiões da memória estão em uso e quais não estão sendo usadas, alocar memória para processos quando eles necessitarem e desalocá-la quando os processos terminarem de ser executados, gerenciar o swapping entre a memória principal e o disco, quando a memória principal não for grande o suficiente para comportar todos os processos

# QUESTÃO 07.

1. Explique a diferença entre exceção e interrupção.  
   1. A diferença entre exceção e interrupção é dada pelo tipo de evento ocorrido.  
      1. “Interrupção – A interrupção é o mecanismo que torna possível  
          a implementação da concorrência nos computadores, sendo o  
          fundamento básico dos sistemas multi programados. É em  
          função desse mecanismo que o sistema operacional  
          sincroniza a execução de todas as suas rotinas e dos  
          programas dos usuários, além de controlar os dispositivos.”1 Uma interrupção é sempre gerada por algum evento externo  
          ao programa, e, nesse caso, independe da instrução que está  
          sendo executada. Um exemplo de interrupção ocorre quando  
          um dispositivo de entrada e saída sinaliza ao processador que  
          uma operação de entrada saída está completa. Neste caso, o  
          processador deve interromper o programa que está sendo  
          executado para tratar o termino da operação de entrada saída.  
          Ao final da execução de cada instrução, a unidade de controle  
          verifica a ocorrência de algum tipo de interrupção. Nesse caso,  
          o programa em execução é interrompido e o controle desviado  
          para uma rotina responsável por tratar o evento ocorrido,  
          chamada rotina de tratamento de interrupção. Como existem  
          vários tipos de interrupção, podem haver diferentes rotinas de  
          tratamento de interrupção.  
          Para que o programa interrompido possa retomar sua  
          execução exatamente do ponto onde foi interrompido, é  
          necessário que, no momento da interrupção, sejam guardadas  
          informações a respeito da execução do programa.  
          Estas informações são basicamente o conteúdo dos  
          registradores que deverão ter seus valores restaurados  
          quando a execução do programa interrompido for reiniciada.
      2. “Exceção – Difere-se da interrupção por meio do motivo pelo  
          qual é gerada, sendo decorrente de eventos previsíveis, um de  
          cada vez. É o resultado direto da execução de uma instrução  
          do próprio programa. Sempre que ocorre uma exceção, o fluxo  
          do programa é desviado para uma rotina de tratamento de  
          exceção, a qual pode ser escrita pelo próprio programador.” 1 As exceções são parecidas com as interrupções, a principal  
          diferença é o motivo pelo qual o evento é gerado. A exceção é  
          o resultado direto de uma instrução dentro do próprio  
          programa, como a divisão por zero ou a ocorrência de um erro  
          de estouro de memória em uma operação aritmética (overflow).  
          As exceções são portanto geradas por eventos síncronos  
          dentro do próprio programa e portanto tais eventos são  
          previsíveis e podem ser tratados pelo programador que pode  
          incluir tratamento de exceção no programa para que o mesmo  
          não seja interrompido.  
          O tratamento de exceção é similar ao tratamento de  
          interrupções. Para cada exceção gerada durante a execução  
          de um programa a ação é interromper a execução do programa  
          e invocar uma rotina para o tratamento da exceção. Existe uma  
          rotina de tratamento de exceção, para a qual o fluxo de  
          execução é desviado quando a exceção é lançada durante a  
          execução do programa e o programa é interrompido.

1 – Retirado da etapa 8 da referida matéria descrita no moodle.

# QUESTÃO 08.

1. Cite e explique os Estados de Processos.
   1. Em sistemas Multitarefas o processo não é executado o tempo todo pelo processador, com isso temos os “Estados de Processos”.
      1. Pronto – O processo está pronto e esperando para ser  
          executado pela CPU.
         1. Espera – O processo está esperando algum evento  
             externo ou por algum recurso para poder prosseguir seu  
             processamento.
            1. Bloqueado – O processo está esperando por  
                algum recurso do sistema que não se encontra  
                disponível.
      2. Em execução – O processo está sendo executado pela  
          CPU.
   2. A mudança de estado do processo.
      1. Estas mudanças de estado podem ocorrer de forma voluntária, ou seja, ocorrem por conta do próprio processo ou involuntária, geralmente causadas pelo próprio Sistema operacional.  
         Estas mudanças podem ser caracterizadas de quatro formas.
         1. Pronto 🡺 Execução = Quando um processo é criado, é  
             colocado em uma lista de processos no estado pronto.  
             Então é escolhido pelo sistema para ser executado.
         2. Execução 🡺 Espera = O processo passa para espera  
             quando aguarda a conclusão de um evento solicitado.
         3. Espera 🡺 Pronto = O processo passa para pronto  
             quando a operação solicitada é atendida ou o recurso  
             esperado é concedido.
         4. Execução 🡺 Pronto = O processo passa de execução  
             para pronto por eventos gerados pelo sistema.

# QUESTÃO 09.

1. Cite e explique os modos principais de implementação de Threads.  
   1. Thread é um pequeno programa que trabalha como um subsistema, sendo uma forma de um processo se autodividir em duas ou mais tarefas.  
      É o termo em inglês para linha ou encadeamento de uma execução. Essas tarefas múltiplas podem ser executadas simultaneamente para rodar mais rápido do que um programa em um único bloco ou praticamente juntas, mas que são tão rápidas que parecem estar trabalhando em conjunto ao mesmo tempo.

As diversas threads que existem em um programa podem trocar dados e informações entre si e compartilhar os mesmos recursos do sistema, incluindo o mesmo espaço de memória. Assim, um usuário pode utilizar uma funcionalidade do sistema enquanto outras partes da execução estão trabalhando e realizando outras operações.  
A grosso modo podemos definir que é como se houvesse um usuário virtual trabalhando no mesmo computador e ao mesmo tempo que o usuário físico logado.

Devido à maneira rápida que a mudança de uma thread e outra acontece, aparentemente é como se elas estivessem sendo executadas paralelamente de maneira simultânea em hardwares equipados com apenas uma CPU.  
Esses sistemas são chamados de monothread. Já para os hardwares que possuem mais de uma CPU, as threads são realmente feitas concorrencialmente e recebem o nome de multithread.  
As threads possuem vantagens e desvantagens (assim como tudo), ao dividir um programa em vários processos. Uma das vantagens é que isso facilita o desenvolvimento, visto que torna possível elaborar e criar o programa em módulos, experimentando-os isoladamente no lugar de escrever em um único bloco de código. Outro benefício das threads é que elas não deixam o processo parado, pois enquanto um deles está aguardando um determinado dispositivo de entrada ou saída, ou ainda outro recurso do sistema, outra thread pode estar trabalhando.

No entanto, uma das desvantagens é que com várias threads o trabalho fica mais complexo, justamente por causa da interação que ocorre entre elas.

Uma thread pode autorresponder-se sem que seja preciso duplicar um processo inteiro, economizando recursos como memória, processamento e aproveitando dispositivos de entrada e saida, variáveis e outros meios. Também pode por conta própria abandonar a CPU por não ver a necessidade de continuar com o processamento proposto pela própria CPU ou pelo usuário. Isso é realizado por meio do método thread-yield.  
Os sistemas operacionais executam de maneiras diferentes os processos e threads.  
No caso do Windows, ele trabalha com maior facilidade para gerenciar programas com apenas um processo e diversas threads do que quando gerencia vários processos e poucas threads. Isso acontece porque no sistema da Microsoft a demora para criar um processo e alterná-los é muito grande.  
Enquanto isso, o Linux e os demais sistemas baseados no Unix podem criar novos processos de maneira muito mais rápida. No entanto, ao serem alterados, os programas podem apresentar o mesmo desempenho tanto no Linux quanto no Windows.

# QUESTÃO 10.

1. Cite e explique as quatro situações necessárias para que ocorra um Deadlock.  
   1. O deadlock ocorre quando cada processo de um conjunto de processos está esperando por um evento que apenas outro processo do mesmo conjunto pode causar. Em muitos casos, o evento esperado é a liberação de um recurso qualquer, isto é, cada membro do conjunto está esperando pela liberação de um recurso que apenas outro membro do conjunto pode liberar, com isso temos quatro condições para que ocorra um deadlock.  
      1. Exclusão Mútua: cada recurso ou está associado a exatamente  
          um processo ou está disponível.
      2. Posse e espera: um processo que já possui algum recurso  
          pode requisitar outros e aguardar por sua liberação.
      3. Não existe preempção: recursos dados a um processo não  
          podem ser tomados de volta, precisam ser liberados pelo  
          processo.
      4. Espera Circular: deve haver uma cadeia circular de dois ou  
          mais processos, cada um dos quais aguardando um recurso  
          em posse do próximo membro da cadeia.

# QUESTÃO 11.

1. Explique o problema do Barbeiro e sua solução.  
   1. Enunciado: O problema do barbeiro dorminhoco é um problema  
      clássico de comunicação Inter processos e sincronização entre múltiplos processos.  
      O problema é análogo a manter o barbeiro ocupado enquanto há clientes, e descansando quando não há nenhum, sendo que fazendo  
      isso de uma maneira ordenada.  
      O barbeiro e seus clientes correspondem aos processos mencionados acima.
   2. O problema: Na barbearia há um barbeiro, uma cadeira de barbeiro e  
      n cadeiras para eventuais clientes esperarem a vez.  
      Quando não há clientes, o barbeiro senta-se na cadeira de barbeiro e  
      cai no sono.  
      Quando chega um cliente, ele (o cliente) precisa acordar o barbeiro.  
      Se outros clientes chegarem enquanto o barbeiro estiver cortando o  
      cabelo de um cliente, eles se sentarão (se houver cadeiras vazias)  
      ou sairão da barbearia (se todas as cadeiras estiverem ocupadas).  
      O problema é programar o barbeiro e os clientes sem cair em  
      condições de disputa.
   3. A solução: Usando três **semáforos**: **clientes**, que conta os clientes à espera de atendimento, exceto o cliente que sendo atendido, ou seja, ele não está esperando.  
      **barbeiros**, o número de barbeiros (0 ou 1) que estão ociosos à espera de clientes, e mutex, que é usado para exclusão mútua. Precisamos ainda de uma variável, **esperando**, que também conta  
      os clientes à espera de atendimento.  
      É essencialmente uma cópia de clientes. A razão de se ter esperando é que não há uma maneira de ler o valor atual do  
      semáforo.  
      Nessa solução, um cliente que entra na barbearia deve contar o número de clientes à espera de atendimento. Se este for menor que o número de cadeiras, ele ficará; do contrário, ele sairá.  
      Nesta solução, quando chega de manhã para trabalhar, o barbeiro executa o método barbeiro, que o leva a bloquear sobre o semáforo clientes, que inicialmente está em 0.  
      O barbeiro então vai dormir, e permanece dormindo até que o   
      primeiro cliente apareça.  
      Quando chega, o cliente executa cliente e inicia obtendo mutex para entrar em uma região crítica. Se um outro cliente chega logo em seguida, o segundo nada pode fazer até que o primeiro libere o mutex.  
      O cliente então verifica se o número de clientes à espera é menor que o número de cadeiras. Se não for, ele liberará o mutex e sairá sem cortar o cabelo. Se houver uma cadeira disponível, o cliente incrementará a variável inteira esperando.  
      Ele faz então um up no semáforo clientes, que acorda o barbeiro.  
      Nesse ponto, o cliente e o barbeiro estão ambos acordados. Quando o cliente libera  
      mutex, o barbeiro o pega, faz alguma limpeza e começa a cortar o cabelo.  
      Quando termina o corte de cabelo, o cliente sai do procedimento e deixa a barbearia.  
      Diferente de nossos exemplos anteriores, não há um laço para o cliente porque para cada um deles terá apenas um corte de cabelo.   
      O barbeiro, contudo, contém um laço para tentar obter o próximo  
      cliente.  
      Se houver algum outro cliente, um novo corte de cabelo será iniciado.  
      Do contrário, o barbeiro cairá no sono.

# QUESTÃO 12.

1. Enumere os componentes principais de uma CPU.  
   1. Unidade de controle: busca a instrução da memória e decodifica-a
   2. ALU (ou unidade aritmética e lógica): realiza operações aritméticas e  
      booleanas.
   3. Registradores: memória rápida para guardar informações de controle, resultados intermediários.

# QUESTÃO 13.

1. Explique o Princípio da Localidade.  
   1. Princípio da Localidade é dividido em:  
      1. Localidade temporal: ao acessar uma palavra na memória  
          principal é muito provável que o processador volte a acessar  
          essa mesma palavra novamente durante a execução dos  
          programas(loops).
      2. Localidade espacial: ao acessar uma palavra na memória  
          principal é provável que em seguida o processador tente  
          acessar uma palavra de memória subjacente à acessada  
          previamente.

# QUESTÃO 14.

1. Explique a diferença entre comunicações seriais e paralelas.  
   1. Comunicação serial: consiste na transmissão de dados em série,  
      ou seja, um bit de cada vez e depois de 8 pulsos de clock monta-se o  
      primeiro byte. Se ocorrer algum erro durante a transmissão, apenas o  
      bit faltante é retransmitido e não todo o Byte (conjunto de 8 bits).  
      A comunicação serial é considerada simples, pois com apenas um  
      canal de envio e um de recepção é possível fazer a troca de dados  
      entre dois dispositivos.  
      O USB (Universal Serial Bus) é um grande exemplo disso utilizando  
      apenas quatro vias na composição do seu cabo, onde dois são  
      conectores de energia de 5V (positivo e negativo), utilizado nos  
      carregadores de celular, e os outros dois para enviar e receber  
      dados.  
      Alguns exemplos de transmissões em série:  
      Porta Serial (COM), USB, SATA(SerialATA), FireWire, entre outros.
   2. Comunicação paralela: consiste em um conjunto de vias enviando  
      simultaneamente um padrão de 8 Bits ou de múltiplos de 8. Ou seja,  
      ele envia vários bits ao mesmo tempo de maneira sincronizada.  
      Para cada bit enviado é preciso um fio para a transmissão, isso faz  
      com que o cabo/conector fique muito grande em caso de se querer  
      enviar vários bits, como é o caso de uma transmissão a 32 bits que  
      utilizaria 32 fios/vias no cabo só para os dados.  
      Na Comunicação Paralela as vias usadas para envio de dados  
      também são utilizadas para recebimento, porém isso não pode  
      acontecer simultaneamente.  
      Um conjunto de dados não pode ser enviado ao mesmo tempo que  
      estamos recebendo outro.  
      No caso do serial, citado anteriormente, o envio e recebimento de  
      dados utilizam vias diferentes (um só envia e outro só recebe).  
      Alguns exemplos de transmissões em paralelo:  
      Porta LPT1 (porta paralela), SCSI, IDE, PCI(não a express), AGP, entre outras.

# QUESTÃO 15.

1. Explique o escalonamento de processos chamado de Escalonamento Round\_Robin.  
   1. É o tipo de escalonamento preemptivo mais simples e consiste em repartir uniformemente o tempo da CPU entre todos os processos prontos para a execução. Os processos são organizados numa fila circular, alocando-se a cada um uma fatia de tempo da CPU, igual a um número inteiro de quanta. Caso um processo não termine dentro de sua fatia de tempo, ele é colocado no fim da fila e uma nova fatia de tempo é alocada para o processo no começo da fila.  
      O escalonamento circular é muito simples, mas pode trazer problemas se os tempos de execução são muito discrepantes entre si. Quando existirem muitas tarefas ativas e de longa duração no sistema, as tarefas curtas terão o seu tempo de resposta degradado, pois as tarefas longas reciclarão continuamente na fila circular, compartilhando de maneira equitativa a CPU com tarefas curtas.

# REFERÊNCIAS BIBLIOGRÁFICAS

Todo o texto teve como base e referências o roteiro de aprendizagem e explicações em sala de aula com o auxílio de pesquisas na Web e com o material bibliográfico descrito abaixo.

* Prof. Dr. Theo Ungerer, Multithreaded-von-Neumann-Architekturen, Vieweg+Teubner Verlag, pp 317-345, 1993 [doi](https://pt.wikipedia.org/wiki/Digital_object_identifier):[10.1007/978-3-322-94688-1\_7](https://dx.doi.org/10.1007/978-3-322-94688-1_7) [ISBN 978-3-519-02128-5](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783519021285) Online [ISBN 978-3-322-94688-1](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783322946881) (em [alemão](https://pt.wikipedia.org/wiki/L%C3%ADngua_alem%C3%A3))
* Wolfgang Händler, On classification schemes for computer systems in the Post-Von-Neumann-Era, Springer Berlin Heidelberg , pp 439-452, 1975 [doi](https://pt.wikipedia.org/wiki/Digital_object_identifier):[10.1007/3-540-07141-5\_246](https://dx.doi.org/10.1007/3-540-07141-5_246) [ISSN](https://pt.wikipedia.org/wiki/ISSN) [0302-9743](http://dispatch.opac.d-nb.de/DB=1.1/LNG=EN/CMD?ACT=SRCHA&IKT=8&TRM=0302-9743)[ISBN 978-3-540-07141-9](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783540071419) Online [ISBN 978-3-540-37424-4](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783540374244) (em [inglês](https://pt.wikipedia.org/wiki/L%C3%ADngua_inglesa))
* Hélène Collavizza, Dominique Borrione, Specifying the Micro-program Parallelism for Microprocessors of the Von Neumann style, Springer London, pp 153-170, 1991 [ISSN](https://pt.wikipedia.org/wiki/ISSN) [1431-1682](http://dispatch.opac.d-nb.de/DB=1.1/LNG=EN/CMD?ACT=SRCHA&IKT=8&TRM=1431-1682) [doi](https://pt.wikipedia.org/wiki/Digital_object_identifier):[10.1007/978-1-4471-3544-9\_9](https://dx.doi.org/10.1007/978-1-4471-3544-9_9) [ISBN 978-3-540-19659-4](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783540196594) Online [ISBN 978-1-4471-3544-9](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9781447135449) (em [inglês](https://pt.wikipedia.org/wiki/L%C3%ADngua_inglesa))
* Robert A. Iannucci, A Dataflow/von Neumann Hybrid , Springer US, pp 49-91, 1990 [ISSN](https://pt.wikipedia.org/wiki/ISSN) [0893-3405](http://dispatch.opac.d-nb.de/DB=1.1/LNG=EN/CMD?ACT=SRCHA&IKT=8&TRM=0893-3405) [doi](https://pt.wikipedia.org/wiki/Digital_object_identifier):[10.1007/978-1-4613-1543-8\_3](https://dx.doi.org/10.1007/978-1-4613-1543-8_3) [ISBN 978-1-4612-8827-5](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9781461288275) Online [ISBN 978-1-4613-1543-8](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9781461315438) (em [inglês](https://pt.wikipedia.org/wiki/L%C3%ADngua_inglesa))
* P. Hines, Can a Quantum Computer Run the von Neumann Architecture ? , Springer Berlin Heidelberg, pp 941-982, 2011, [ISSN](https://pt.wikipedia.org/wiki/ISSN) [0075-8450](http://dispatch.opac.d-nb.de/DB=1.1/LNG=EN/CMD?ACT=SRCHA&IKT=8&TRM=0075-8450) [doi](https://pt.wikipedia.org/wiki/Digital_object_identifier):[10.1007/978-3-642-12821-9\_14](https://dx.doi.org/10.1007/978-3-642-12821-9_14) [ISBN 978-3-642-12820-2](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783642128202)Online [ISBN 978-3-642-12821-9](https://pt.wikipedia.org/wiki/Especial:Fontes_de_livros/9783642128219) (em [inglês](https://pt.wikipedia.org/wiki/L%C3%ADngua_inglesa))
* MONTEIRO, Mário A. Introdução à organização de computadores. Rio de Janeiro: LTC, 2007.
* Tanenbaum, Andrew S., Sistemas Operacionais Modernos - 4ª Ed. 2016  
  Editora – Pearson