**Титульный лист**

**Введение**

Прохождение учебной практики: технологическая (проектно-технологическая) практика имеет цель формирование способности:

* управлять своим временем, выстраивать и реализовывать траекторию саморазвития на основе принципов образования в течение всей жизни;
* разрабатывать и применять методы машинного обучения для решения практических задач;
* использовать инструментальные средства для решения задач машинного обучения;
* осуществлять сбор и подготовку данных для систем искусственного интеллекта.

При этом решаются задачи:

* закрепления и расширения знаний, полученных при изучении базовых дисциплин первого и второго курсов, повышения общей и профессиональной эрудиции;
* сбора и анализа теоретического и справочного материала для выполнения индивидуального задания;
* изучения языка R и среды разработки RStudio;
* осуществления поиска данных, их подготовки для выполнения практического задания;
* выбора методов машинного обучения для выполнения практического задания;
* определения метрики оценки результатов использования методов машинного обучения в рамках выполнения практического задания;
* выбора инструментальных средств для выполнения практического задания;
* разработки модели машинного обучения для выполнения практического задания;
* формулирования теоретических и практических выводов на основе критического переосмысления накопленного опыта.

Учебная практика: технологическая (проектно-технологическая) практика базируется на знаниях, полученных при изучении следующих модулей учебного плана: «Математика»; «Дискретная математика»; «Аппаратное и программное обеспечение компьютера», а также при изучении дисциплин: «Алгоритмы и алгоритмические языки»; «Структуры и алгоритмы обработки данных»; «Машинное обучение».

**Раздел первый: «Язык R и среда разработки R Studio».**

## **Задание 1. Первый сеанс RStudio.**

1. Запустите RStudio Cloud (<https://rstudio.cloud>). Пройдите регистрацию.
2. В своем рабочем пространстве создайте новый проект PracticeTask1.
3. Создайте простой набор данных (в терминологии R — вектор), состоящий из чисел 1, 2 и 4, и присвойте ему имя х. Выведите на экран фразу «Это мой первый сеанс работы с R».

x <- c(1, 2, 4)  
x

## [1] 1 2 4

print("Это мой первый сеанс работы с R")

## [1] "Это мой первый сеанс работы с R"

1. Выполните команду, которая присваивает q значение (1,2,4,1,2,4,8), используя ранее определенный вектор x.

q <- c(x, x, 8)  
q

## [1] 1 2 4 1 2 4 8

1. Выведите на экран значение 3-го элемента вектора x.

x[3]

## [1] 4

1. Выведите на экран элементы вектора x со 2 по 3

x[2:3]

## [1] 2 4

1. Выведите на экран математическое ожидание и среднеквадратическое отклонение для элементов вектора x.

mean(x)

## [1] 2.333333

sd(x)

## [1] 1.527525

1. Выведите на экран перечень внутренних наборов данных, предназначенных для демонстраций.

data()

1. Вычислите математическое ожидание и среднеквадратическое отклонение для набора данных Nile (этот набор содержит данные о течении Нила).

mean(Nile)

## [1] 919.35

sd(Nile)

## [1] 169.2275

1. Выведите гистограмму этих данных:

hist(Nile)

![](data:image/png;base64,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)

1. Сохраните проект.
2. Ответьте на вопросы:
3. Как сформировать вектор?  
   Вектор формируется с помощью функции c()
4. Что означает операция с (concatenate)?  
   Операция c (concatenate) объединяет элементы в один вектор
5. Как вывести на экран значение переменной величины?  
   Для вывода значения переменной используется функция print()
6. Нужно ли указывать тип переменной величины?  
   Нет, в R тип переменной определяется автоматически.
7. Как вывести на экран перечень демонстрационных наборов данных?  
   Для вывода перечня демонстрационных наборов данных используется функция data()
8. Как рассчитать среднеквадратическое отклонение?  
   Среднеквадратическое отклонение рассчитывается с помощью функции sd()
9. Как рассчитать математическое ожидание?  
   Математическое ожидание рассчитывается с помощью функции mean()
10. Как построить гистограмму?  
    Гистограмма строится с помощью функции hist()

## **Задание 2 Работа с функциями в языке R.**

1. Запустите RStudio Cloud. Создайте новый проект PracticeTask2 в своем рабочем пространстве.
2. Определите функцию с именем oddcount(), предназначенную для подсчета нечетных чисел в целочисленном векторе:

# Функция подсчитывает количество нечетных целых чисел в x   
oddcount <- function(x) {  
 k <- 0 # в начале вычислений количество нечетных чисел равно 0  
 for (n in x) {  
 if (n %% 2 == 1) {# %% - вычисление остатка  
 k <- k+1   
 }  
 }  
 return(k)  
}

1. Выполните команду Code – Source File…
2. В режиме интерпретатора вычислите количество нечетных чисел в сформированных в предыдущей работе наборов данных x и q с использованием созданной функции:

print(oddcount(x))

## [1] 1

print(oddcount(q))

## [1] 2

1. Попытайтесь вывести в интерпретаторе значения переменных k и n. Что Вы получили?

Error:  
! объект 'k' не найден

1. Определите функцию sum\_2, складывающую два числа, одно из которых имеет значение по умолчанию, равное 5 Протестируйте работу функции. Сохраните файл в своей папке под именем lab2\_2.

sum\_2 <- function(a, b = 5)  
{  
 return(a + b)  
}  
  
print(sum\_2(3))

## [1] 8

print(sum\_2(3, 8))

## [1] 11

1. Напишите функцию fx, определенную на всей числовой прямой Протестируйте работу функции.

fx <- function(x) ifelse(x <= -2, 1-(x+2)^2, ifelse(x <= 2, -x/2, (x-2)^2 + 1))  
  
print(fx(4.5))

## [1] 7.25

print(fx(-4.5))

## [1] -5.25

print(fx(1))

## [1] -0.5

1. Сохраните проект.
2. Ответьте на вопросы:
3. Как определить функцию?  
   Функция определяется с помощью ключевого слова function, например: my\_function <- function(arg1, arg2) {}
4. Как описать тело функции?  
   Тело функции описывается в фигурных скобках {}, где размещается код, который будет выполняться.
5. Как записывается оператор if в языке R?  
   if записывается как: if (условие) { действия }
6. Как записывается оператор for в языке R?  
   for записывается как: for (i in 1:10) { действия }
7. Какие переменные являются глобальными?  
   Глобальными являются переменные, определенные вне функций и доступные во всем скрипте.
8. Какие переменные являются локальными по отношению к функции?  
   Локальными являются переменные, определенные внутри функции и доступные только в ее теле.
9. Как определить значения по умолчанию для аргументов функции?  
   Значения по умолчанию для аргументов функции определяются с помощью знака = в определении функции, например: function(arg1 = значение)
10. В каком порядке должны располагаться аргументы функции, не имеющие значений по умолчанию, и аргументы, имеющие значения по умолчанию?  
    Аргументы без значений по умолчанию должны располагаться перед аргументами с значениями по умолчанию.

## **Задание 3. Структуры данных в R.**

1. Запустите RStudio Cloud. В своем рабочем пространстве создайте новый проект PracticeTask3.
2. Создайте вектор а1 из вектора a1 получите вектор а1, добавив в середину вектора число 161.

a <- c(34, 5, 73, 12)  
a1 <- c(a[1:(length(a)/2)], 161, a[(length(a)/2):length(a)])  
a1

## [1] 34 5 161 5 73 12

1. Создайте фактор month1, содержащий названия весенних месяцев года, при этом должен быть задан полный перечень месяцев и установлен порядок следования месяцев.

month1 <- factor(c("Март", "Апрель", "Май"), levels = c("Март", "Апрель", "Май"), ordered = T)  
month1

## [1] Март Апрель Май   
## Levels: Март < Апрель < Май

1. Сформируйте список emp, содержащий сведения о сотруднике: имя (name – имеет символьные значения); зарплата (salary – вещественное число), принадлежность к профсоюзу (union – логическое значение). Внесите данные об одном сотруднике: Irina, 40800.00, F. Выведите зарплату сотрудника. Измените зарплату сотрудника, задав значение 50000.00.

emp <- list(name = "Irina",  
 salary = 40800.00,  
 union = F)  
emp

## $name  
## [1] "Irina"  
##   
## $salary  
## [1] 40800  
##   
## $union  
## [1] FALSE

1. Создайте фрейм department, описав сотрудников отдела атрибутами: name; salary; union. Введите данные по 2-м сотрудникам. Выведите имена всех сотрудников. Выведите зарплату второго сотрудника.

department <- data.frame(name = "Sergey",  
 salary = 42000,  
 union = T)  
department <- rbind(department, emp)  
  
print(department)

## name salary union  
## 1 Sergey 42000 TRUE  
## 2 Irina 40800 FALSE

print(department$name)

## [1] "Sergey" "Irina"

print(department[2, 2])

## [1] 40800

1. Создайте матрицу m размером 3х2.

m <- matrix(1:6, 3, 2)

1. Сохраните проект.

## **Задание 4. Управление данными в R.**

1. Откройте файл PracticeTask3, созданный как результат выполнение предыдущего задания, сохраните объекты с именами subject1, department, month1 в файл mydata.RData.

save(subject1, department, month1, file = "mydata.RData")

1. Создайте новый файл с именем lab2.R и загрузите в него объекты из файла mydata\_lab1.RData, выведите объекты subject1, department, month1.

rm(list = ls())  
load("mydata.RData")

1. Сохраните текущий сеанс, воспользовавшись командой save.image().

save.image()

1. Используя функцию rm() удалите объекты month1 и subject1, проверьте список оставшихся объектов, используя функцию ls(). Удалите все объекты. Используя файл .RData, восстановите объекты.

rm(month1, subject1)  
ls()

## [1] "department"

rm(list = ls())  
ls()

## character(0)

load("mydata.RData")

1. Откройте файл R, созданный в ходе выполнения предыдущего задания. Запишите в файл pt\_data.csv фрейм данных pt\_data, определив параметр row.names=FALSE. Вернитесь в файл R текущей работы. Прочитайте содержимое файла pt\_data.csv.

pt\_data <- read.csv("pt\_data.csv", stringsAsFactors = F)  
  
write.csv(pt\_data, file = "pt\_data.csv", row.names = F)

1. Загрузите файл usedcars.csv на сервер, если Вы используете среду RStudio Cloud, используя кнопку.
2. Загрузите данные их файла usedcars.csv во фрейм usedcars.

usedcars <- read.csv("usedcars.csv")

1. Отобразите структуру usedcars, используя команду str().

str(usedcars)

## 'data.frame': 150 obs. of 6 variables:  
## $ year : int 2011 2011 2011 2011 2012 2010 2011 2010 2011 2010 ...  
## $ model : chr "SEL" "SEL" "SEL" "SEL" ...  
## $ price : int 21992 20995 19995 17809 17500 17495 17000 16995 16995 16995 ...  
## $ mileage : int 7413 10926 7351 11613 8367 25125 27393 21026 32655 36116 ...  
## $ color : chr "Yellow" "Gray" "Silver" "Gray" ...  
## $ transmission: chr "AUTO" "AUTO" "AUTO" "AUTO" ...

1. Используя функцию summary() запросите статистику по всем числовым переменным usedcars.

summary(usedcars)

## year model price mileage   
## Min. :2000 Length:150 Min. : 3800 Min. : 4867   
## 1st Qu.:2008 Class :character 1st Qu.:10995 1st Qu.: 27200   
## Median :2009 Mode :character Median :13592 Median : 36385   
## Mean :2009 Mean :12962 Mean : 44261   
## 3rd Qu.:2010 3rd Qu.:14904 3rd Qu.: 55125   
## Max. :2012 Max. :21992 Max. :151479   
## color transmission   
## Length:150 Length:150   
## Class :character Class :character   
## Mode :character Mode :character   
##   
##   
##

1. Используя функцию mean() посчитайте средние значения для всех числовых переменных usedcars.

sapply(usedcars[, c(3, 4)], mean, rm.na = T)

## price mileage   
## 12961.93 44260.65

1. Используя функцию median() посчитайте медианы для всех числовых переменных usedcars.

sapply(usedcars[, c(3, 4)], median, rm.na = T)

## price mileage   
## 13591.5 36385.0

1. Изучите пятичисловую сводку для переменных price и mileage.

summary(usedcars$price)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 3800 10995 13592 12962 14904 21992

summary(usedcars$mileage)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 4867 27200 36385 44261 55125 151479

**Задание 5. Визуализация данных в R.**

1. Рассмотрим диаграмму размаха для данных о цене и пробеге подержанных автомобилей. Чтобы получить диаграмму размаха для переменной, воспользуемся функцией boxplot().

**boxplot**(usedcars**$**price, main = "Boxplot of Used Car Prices", ylab = "Price ($)")
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**boxplot**(usedcars**$**mileage, main = "Boxplot of Used Car Mileage", ylab = "Odometer (mi.)")
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1. Для того чтобы построить гистограмму для данных о цене и пробеге подержанных автомобилей, можно воспользоваться функцией hist().

**hist**(usedcars**$**price, main = "Histogram of Used Car Prices", xlab = "Price ($)")
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**hist**(usedcars**$**mileage, main = "Histogram of Used Car Mileage", xlab = "Odometer (mi.)")
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1. В R для вычисления дисперсии и стандартного отклонения используются функции var() и sd().

**print**(**var**(usedcars**$**price))

## [1] 9749892

**print**(**sd**(usedcars**$**price))

## [1] 3122.482

**print**(**var**(usedcars**$**mileage))

## [1] 728033954

**print**(**sd**(usedcars**$**mileage))

## [1] 26982.1

1. Чтобы построить таблицу частотности для данных о подержанном автомобиле, можно воспользоваться функцией table().

**print**(**table**(usedcars**$**year))

##   
## 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012   
## 3 1 1 1 3 2 6 11 14 42 49 16 1

**print**(**table**(usedcars**$**model))

##   
## SE SEL SES   
## 78 23 49

**print**(**table**(usedcars**$**color))

##   
## Black Blue Gold Gray Green Red Silver White Yellow   
## 35 17 1 16 5 25 32 16 3

1. R также позволяет вычислить пропорции таблицы напрямую, с помощью команды prop.table() для таблицы, созданной функцией table().

model\_table <- **table**(usedcars**$**model)  
**prop.table**(model\_table)

##   
## SE SEL SES   
## 0.5200000 0.1533333 0.3266667

1. Результаты prop.table() можно объединять с другими функциями R для представления вывода в другой форме. Предположим, что мы хотим отобразить результаты в процентах с одним десятичным знаком.

color\_table <- **table**(usedcars**$**color)  
color\_pct <- **prop.table**(color\_table) **\*** 100  
**round**(color\_pct, digits = 1)

##   
## Black Blue Gold Gray Green Red Silver White Yellow   
## 23.3 11.3 0.7 10.7 3.3 16.7 21.3 10.7 2.0

1. Чтобы ответить на вопрос о соотношении цены и пробега, построим диаграмму разброса. Для этого воспользуемся функцией plot() с параметрами main, xlab и ylab.

**plot**(x = usedcars**$**mileage, y = usedcars**$**price,  
 main = "Scatterplot of Price vs. Mileage",   
 xlab = "Odometer", ylab = "Price")

![](data:image/png;base64,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)

1. Прежде чем приступить к анализу, упростим наш проект, сократив количество уровней в переменной color. Исследуя результат выполнения функции table() для нашей новой переменной, можно увидеть, что примерно две трети автомобилей имеют консервативные цвета, а одна треть — нет.

usedcars**$**conservative <- usedcars**$**color **%in%** **c**("Black", "Gray", "Silver", "White")  
**table**(usedcars**$**conservative)

##   
## FALSE TRUE   
## 51 99

1. Теперь посмотрим на кросс-таблицу, чтобы увидеть, как количество автомобилей консервативных цветов зависит от модели.

**library**("gmodels")  
**CrossTable**(x = usedcars**$**model, y = usedcars**$**conservative)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | Chi-square contribution |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 150   
##   
##   
## | usedcars$conservative   
## usedcars$model | FALSE | TRUE | Row Total |   
## ---------------|-----------|-----------|-----------|  
## SE | 27 | 51 | 78 |   
## | 0.009 | 0.004 | |   
## | 0.346 | 0.654 | 0.520 |   
## | 0.529 | 0.515 | |   
## | 0.180 | 0.340 | |   
## ---------------|-----------|-----------|-----------|  
## SEL | 7 | 16 | 23 |   
## | 0.086 | 0.044 | |   
## | 0.304 | 0.696 | 0.153 |   
## | 0.137 | 0.162 | |   
## | 0.047 | 0.107 | |   
## ---------------|-----------|-----------|-----------|  
## SES | 17 | 32 | 49 |   
## | 0.007 | 0.004 | |   
## | 0.347 | 0.653 | 0.327 |   
## | 0.333 | 0.323 | |   
## | 0.113 | 0.213 | |   
## ---------------|-----------|-----------|-----------|  
## Column Total | 51 | 99 | 150 |   
## | 0.340 | 0.660 | |   
## ---------------|-----------|-----------|-----------|  
##   
##

**Раздел второй: «Отчет о выполнении индивидуального задания».**

## **Разработка предиктивной модели для определения вероятности заболевания диабетом.**

Целью является прогнозировать вероятность наличия диабета и распределение по ней наблюдаемых объектов по двум классам: 0 - отсутствие и 1 - наличие соответствующего заболевания.

Это может быть полезно медицинским работникам при выявлении пациентов, которые могут быть подвержены риску развития диабета, и при разработке индивидуальных планов лечения.

## **Описание используемых инструментов**

Для достижения поставленных задач использовался язык программирования R и специальное программное обеспечение R Studio.

R — язык программирования для статистической обработки данных и работы с графикой, а также свободная программная среда вычислений с открытым исходным кодом.

Основные особенности R:

* Интерпретируемость. Язык выполняет команды сразу после их ввода, без предварительной компиляции кода. Это делает работу с R интерактивной и позволяет быстро проверять результаты, внося изменения в реальном времени.
* Простота синтаксиса. Язык напоминает естественный и интуитивно понятен. В нём есть четыре примитивных типа данных: логические, числовые (вещественные и целочисленные), символьные и комплексные.
* Возможность создания графики. R позволяет создавать не только статичные, но и интерактивные графики, а также веб-приложения на их основе.

R Studio — это интегрированная среда разработки (IDE) для языка программирования R. Она предоставляет удобный интерфейс для написания кода, анализа данных, визуализации и создания отчетов. R Studio включает редактор кода, консоль, панель вывода графиков, среду просмотра данных и инструменты для управления проектами и пакетами R. Благодаря своей удобной и мощной среде R Studio стал популярным инструментом среди статистиков, аналитиков данных и исследователей для выполнения анализа и моделирования данных.

## **Описание используемой модели**

Для предсказания использована одно из семейств моделей GLM. Существует несколько семейств моделей GLM в зависимости от состава переменной отклика. Для работы выбрана биномиальное семейство. Выбор основан на том, что Биномиальное семейство используется для бинарных переменных отклика (т.е. двух категорий) и предполагает биномиальное распределение. Иными словами, в работе используется логистическая регрессия, которая будет определять зависимую бинарную переменную наличия заболевания от независимых переменных. Независимыми переменными будут служить все остальные переменные в train\_data в качестве предикторов. Это может включать различные факторы, такие как возраст, индекс массы тела, уровень глюкозы и т.д.

## **Описание набора данных**

Набор данных взят с сайта kaggle. Ссылка для скачивания: <https://www.kaggle.com/datasets/iammustafatz/diabetes-prediction-dataset/data>

Набор данных для прогнозирования диабета представляет собой набор медицинских и демографических данных о пациентах, а также их диабетическом статусе (положительном или отрицательном). Эти данные включают такие характеристики, как возраст, пол, индекс массы тела (ИМТ), наличие гипертонии, наличие заболевания сердца, история курения, уровень HbA1c и глюкозы в крови. Этот набор данных используется для построения модели машинного обучения и прогнозирования диабета у пациентов на основе их истории болезни и демографической информации.

## **Описание используемых метрик**

Чувствительность и специфичность — это показатели, которые используются для оценки работы классификатора.

* **Чувствительность (Recall)** измеряет способность классификатора обнаруживать состояние, когда оно присутствует. (Чувствительность = Истинные положительные результаты / Истинные положительные результаты + Ложные отрицательные результаты).
* **Специфичность (Precision)** оценивает способность классификатора правильно исключать состояние, когда оно отсутствует. (Специфичность = Истинные отрицательные результаты / Истинные отрицательные результаты + Ложные положительные результаты).
* **Accuracy (точность)** показывает долю правильных предсказаний модели среди всех предсказаний. Значение Accuracy находится в диапазоне от 0 до 1 (или от 0% до 100%). Чем ближе значение к 1 (100%), тем точнее модель предсказывает результаты.
* **F1-score** — гармоническое среднее между Precision (точностью) и Recall (полнотой), которое позволяет сбалансировать их значения. Значение F1-score находится в диапазоне от 0 до 1, где 0 означает наихудший возможный результат, а 1 — идеальную модель с безупречной точностью и полнотой.

# **Реализация решения.**

# **Подключение необходимых пакетов**

# libraries  
library("caret")  
library("ggplot2")  
library("ROCR")  
set.seed(42)

## **Чтение и предобработка данных**

1. Считывание данных из файла.

Загрузим данные из файла CSV с именем “diabetes\_prediction\_dataset.csv” и сохраним их в переменной my\_df. Также посмотрим структуру данных.

my\_df <- read.csv("diabetes\_prediction\_dataset.csv")  
str(my\_df)

## 'data.frame': 100000 obs. of 9 variables:  
## $ gender : chr "Female" "Female" "Male" "Female" ...  
## $ age : num 80 54 28 36 76 20 44 79 42 32 ...  
## $ hypertension : int 0 0 0 0 1 0 0 0 0 0 ...  
## $ heart\_disease : int 1 0 0 0 1 0 0 0 0 0 ...  
## $ smoking\_history : chr "never" "No Info" "never" "current" ...  
## $ bmi : num 25.2 27.3 27.3 23.4 20.1 ...  
## $ HbA1c\_level : num 6.6 6.6 5.7 5 4.8 6.6 6.5 5.7 4.8 5 ...  
## $ blood\_glucose\_level: int 140 80 158 155 155 85 200 85 145 100 ...  
## $ diabetes : int 0 0 0 0 0 0 1 0 0 0 ...

1. Преобразование столбцов в факторы.

Некоторые столбцы измерены не в количественных шкалах, их стоит перевести в фактор, что позволит R правильно обрабатывать категориальные переменные.

my\_df[, c(1, 3, 4, 5, 9)] <- lapply(my\_df[, c(1, 3, 4, 5, 9)], as.factor)  
str(my\_df)

## 'data.frame': 100000 obs. of 9 variables:  
## $ gender : Factor w/ 3 levels "Female","Male",..: 1 1 2 1 2 1 1 1 2 1 ...  
## $ age : num 80 54 28 36 76 20 44 79 42 32 ...  
## $ hypertension : Factor w/ 2 levels "0","1": 1 1 1 1 2 1 1 1 1 1 ...  
## $ heart\_disease : Factor w/ 2 levels "0","1": 2 1 1 1 2 1 1 1 1 1 ...  
## $ smoking\_history : Factor w/ 6 levels "current","ever",..: 4 5 4 1 1 4 4 5 4 4 ...  
## $ bmi : num 25.2 27.3 27.3 23.4 20.1 ...  
## $ HbA1c\_level : num 6.6 6.6 5.7 5 4.8 6.6 6.5 5.7 4.8 5 ...  
## $ blood\_glucose\_level: int 140 80 158 155 155 85 200 85 145 100 ...  
## $ diabetes : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 2 1 1 1 ...

1. Удаление дубликатов и проверка на наличие пропущенных значений.

# удалим повторяющиеся записи  
my\_df <- unique(my\_df)  
# проверим на пропущенные значения  
any(is.na(my\_df))

## [1] FALSE

Пропущенных значений нет, теперь можно посмотреть краткую сводку о данных и перейти к обработке данных.

summary(my\_df)

## gender age hypertension heart\_disease smoking\_history   
## Female:56161 Min. : 0.08 0:88685 0:92223 current : 9197   
## Male :39967 1st Qu.:24.00 1: 7461 1: 3923 ever : 3998   
## Other : 18 Median :43.00 former : 9299   
## Mean :41.79 never :34398   
## 3rd Qu.:59.00 No Info :32887   
## Max. :80.00 not current: 6367   
## bmi HbA1c\_level blood\_glucose\_level diabetes   
## Min. :10.01 Min. :3.500 Min. : 80.0 0:87664   
## 1st Qu.:23.40 1st Qu.:4.800 1st Qu.:100.0 1: 8482   
## Median :27.32 Median :5.800 Median :140.0   
## Mean :27.32 Mean :5.533 Mean :138.2   
## 3rd Qu.:29.86 3rd Qu.:6.200 3rd Qu.:159.0   
## Max. :95.69 Max. :9.000 Max. :300.0

1. Удаление выбросов методом межквартильного размаха.

Есть подозрения на наличие выбросов в переменной bmi. Это можно проверить с помощью графика boxplot (ящик с усами)

boxplot(my\_df$bmi, main = "bmi")
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Как видно, существует множество значений, выходящих за границу крайних квартилей. Удалим наблюдения с ними для лучшей работы моделей

# удаляем выбросы  
q\_1 <- quantile(my\_df$bmi, 0.25)  
q\_3 <- quantile(my\_df$bmi, 0.75)  
iqr <- q\_3 - q\_1  
lower\_bound <- q\_1 - 1.5 \* iqr  
upper\_bound <- q\_3 + 1.5 \* iqr  
my\_df <- my\_df[my\_df$bmi >= lower\_bound & my\_df$bmi <= upper\_bound, ]

1. Стандартизация данных.

my\_df[, -c(1, 3, 4, 5, 9)] <- sapply(my\_df[, -c(1, 3, 4, 5, 9)], scale)  
head(my\_df)

## gender age hypertension heart\_disease smoking\_history bmi  
## 1 Female 1.6912937 0 1 never -0.2332038  
## 2 Female 0.5442608 0 0 No Info 0.1737743  
## 3 Male -0.6027722 0 0 never 0.1737743  
## 4 Female -0.2498389 0 0 current -0.5656648  
## 5 Male 1.5148271 1 1 current -1.1981050  
## 6 Female -0.9557054 0 0 never 0.1737743  
## HbA1c\_level blood\_glucose\_level diabetes  
## 1 1.0133688 0.05707638 0  
## 2 1.0133688 -1.43018178 0  
## 3 0.1687918 0.50325382 0  
## 4 -0.4881014 0.42889092 0  
## 5 -0.6757852 0.42889092 0  
## 6 1.0133688 -1.30624360 0

1. Разделение данных на обучающую и тестовую выборки.

В этом шаге данные разделяются на обучающую (70%) и тестовую (30%) выборки. Функция createDataPartition используется для случайного выбора индексов для обучающей выборки, а оставшиеся данные используются для тестовой выборки.

# split data  
train\_index <- createDataPartition(my\_df$diabetes, p = 0.7, list = FALSE)  
train\_data <- my\_df[train\_index, ]  
test\_data <- my\_df[-train\_index, ]

## **Обучение и предсказание модели.**

# train model on split data  
model <- glm(diabetes ~ ., data = train\_data, family = "binomial")  
  
predictions <- predict(model, newdata = test\_data[, c(-9)], type = "response")

Выполнив код, мы получили вероятности того, относится ли наблюдаемый объект к классу 1 (имеется диабет). Установив пороговое значение, мы сможем определять сам класс.

## **Определение порогового значения**

Теперь остро встает вопрос определения порогового значения для отнесения объекта к классу. Для этого в своих воспользуемся визуализацией метрик модели

Для начала отобразим ROC Curve, чтобы убедиться в хорошей точности модели и отсутствии перекошенности.

#####  
pred\_fit <- prediction(as.numeric(predictions), as.numeric(test\_data$diabetes))  
perf\_fit <- performance(pred\_fit, "tpr", "fpr")  
plot(perf\_fit)  
# Add a diagonal reference line  
abline(a = 0, b = 1, col = "red", lty = 2)
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Теперь отобразим две метрики Specificity и Sensitivity. Их пересечение позволит определить оптимальную границу.

#####  
perf3 <- performance(pred\_fit, x.measure = "cutoff", measure = "spec")  
perf4 <- performance(pred\_fit, x.measure = "cutoff", measure = "sens")  
  
plot(perf3, col = "red", lwd = 2)  
plot(add = T, perf4, col = "green", lwd = 2)  
# Отобразим линию пересечения на координате 0.07  
abline(v = 0.07, lwd = 2)
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По графику мы можем определить пороговое значение, которое, как видно, чуть меньше 0.1. Возьмем приблизительно 0.07. Теперь можем поменять предсказанные вероятности на определенный класс.

threshold <- 0.07

# **Определим классы и вектор с метками, которые говорят о правильности определения класса.**

predicted\_classes <- ifelse(predictions > threshold, 1, 0)  
  
correct <- ifelse(predicted\_classes == test\_data$diabetes, 1, 0)

# **Используем различные метрики точности модели.**

predicted\_classes <- factor(predicted\_classes)  
test\_data$diabetes <- factor(test\_data$diabetes)  
  
confusion\_matrix <- confusionMatrix(predicted\_classes, test\_data$diabetes)  
print(confusion\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 21980 252  
## 1 3093 1912  
##   
## Accuracy : 0.8772   
## 95% CI : (0.8732, 0.8811)  
## No Information Rate : 0.9205   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.4752   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.8766   
## Specificity : 0.8835  
## Prevalence : 0.9205   
## Detection Rate : 0.8070   
## Detection Prevalence : 0.8162   
## Balanced Accuracy : 0.8801   
##   
## 'Positive' Class : 0   
##

#####  
  
accuracy <- mean(correct)  
f1\_score <- confusion\_matrix$byClass["F1"]

Итак, мы получили Confusion matrix (матрицу ошибок) с различными метриками и две основные: accuracy = 0.8771891 и F1-score = 0.9292887.

# **Сохранение модели.**

Сохраним модель вместе с пороговым значением в model.RData.

save(model, threshold, file = "model.RData")

# **Заключение**

Таким образом, нам удалось получить предиктивную модель, способную определить наличие или отсутствие диабета у наблюдаемого объекта. Для прогнозирования необходимы такие характеристики о пациенте как возраст, пол, индекс массы тела (ИМТ), наличие гипертонии, наличие заболевания сердца, история курения, уровень HbA1c и глюкозы в крови. Наличие этих данных обеспечит высокую вероятность правильной классификации, так как при обучении модели зависимая переменная риска заболевания определялась по каждой из них. Важным замечаем является то, что в расчет не бралась взаимосвязь нескольких независимых переменных, так как она не оказывала значительного влияния на работу модели, а также в целях уменьшения размера модели. Для определения качества работы модели использовались несколько метрик: Accuracy = 0.877; F1-score = 0.929; Sensitivity = 0.876; Specificity = 0.883. Подробное описание данных метрик приведено в введении. Также в реализации решения приведена confusion matrix (матрица ошибок) отображающая количество верных (главная диагональ) и неверных классификаций. Все метрики принимают высокие значения (> 0.85). Следовательно, можно сделать вывод, что модель имеет высокую точность классификации.

В конце реализации сохранена обученная модель с пороговым значением, необходимым для определения класса, так как изначально модель дает на выходе вероятность отношения к классу 1. Пороговое значение вычислено для оптимального решения, то есть так, чтобы оба класса были определены одинаково точно. Но, в определенных случаях может быть изменено, если необходимо обязательно находить все положительные или все отрицательные наблюдения, теряя тем самым точность для определения противоположного класса. Это может быть полезно в работе медицинских сотрудников, например, для того чтобы не пропустить ни одного пациента с возможным наличием заболевания.
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