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### 题目1：简单陈述梯度下降法调参的原理，可以用公式，并说明调参调不动的原因，以及调参无法找到全局最优的原因？

回答：

梯度下降法的核心思想是通过根据梯度方向迭代更新模型参数，沿着目标函数的负梯度方向逐步逼近最小值。更新公式为：  
  
其中，是学习率，控制每次更新的步长。通过不断迭代上述过程，参数会逐渐收敛到目标函数的最小值点。

调参调不动的主要原因有：学习率不合适、局部最小值或鞍点、梯度消失或爆炸、目标函数不光滑或数据问题。

调参无法找到全局最优可能是存在局部最优解，梯度下降法等基于梯度的优化算法通常只能保证收敛到局部最优解，而不是全局最优解；或者是梯度消失或爆炸；或是算法的局限性；或是数据和模型的复杂性。

题目2：陈述转移学习，无监督学习，监督学习，准监督学习，所使用的训练数据集差异？

回答：

转移学习预训练数据集规模大且标注丰富，目标域数据集规模小且标注有限。监督学习使用的数据集包含输入特征和对应的输出标签，适用于分类和回归问题。而无监督学习的数据集特点不包含标签，模型需要自行发现数据中的模式和结构，用于聚类、降维和异常检测等任务。准监督学习的数据集具有多样性的特点，包含标注数据和未标注数据，其中未标注数据量远大于标注数据量。