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## Introduction

The standard error of a regression coefficient is important as it tells us something about the precision of our estimate. This in turn plays an important role in statistical inference. A misleadingly precise estimate leads to overly-narrow confidence intervals, overly-low p-values and possibly wrong conclusions.

In many scenarios, data are structured in groups or clusters, e.g. pupils within classes (within schools), survey respondents within countries or, for longitudinal surveys, survey answers per respondent. Simply ignoring this structure will likely lead to spuriously low standard errors with the already mentioned consequences. For an extreme example, imagine each subject in a survey filled out the same survey twice – since all data is duplicated, your estimates will be much more precise.

Clustered standard errors are a common way to account for clustered data and get consistent precision estimates. Unlike Stata, R doesn’t have built-in functionality to estimate clustered standard errors. There are several packages though that add this functionality and this article will introduce three of them, explaining how they can be used and what their advantages and disadvantages are. Before that, I will outline the theory behind (clustered) standard errors for linear regression. The last section is used for a performance comparison between the three presented packages.

## Data

We’ll work with the dataset *nlswork* that’s [included in Stata](https://www.stata-press.com/data/r16/), so we can easily compare the results with Stata. The data comes from the US National Longitudinal Survey (NLS) and contains information about more than 4,000 young working women. As for this example, we’re interested in the relationship between wage (here as log-scaled GNP-adjusted wage) as dependent variable (DV) ln\_wage and survey participant’s current age, job tenure in years and union membership as independent variables. It’s a longitudinal survey, so subjects were asked repeatedly between 1968 and 1988 and each subject is identified by an unique idcode.

The example data is used for illustrative purposes only and we skip many things that we’d normally do, such as investigating descriptive statistics and exploratory plots. To keep the data size limited, we’ll only work with a subset of the data (only subjects with IDs 1 to 100) and we also simply dismiss any observations that contain missing values.

library(webuse)  
library(dplyr)  
  
#nlswork\_orig <- webuse('nlswork')  
nlswork\_orig <- readRDS('cache/nlswork.RDS')  
  
nlswork <- filter(nlswork\_orig, idcode <= 100) %>%  
 select(idcode, year, ln\_wage, age, tenure, union) %>%  
 filter(complete.cases(.)) %>%  
 mutate(union = as.integer(union),  
 idcode = as.factor(idcode))  
str(nlswork)

## tibble [386 × 6] (S3: tbl\_df/tbl/data.frame)  
## $ idcode : Factor w/ 82 levels "1","2","3","4",..: 1 1 1 1 1 1 1 2 2 2 ...  
## $ year : num [1:386] 72 77 80 83 85 87 88 71 77 78 ...  
## ..- attr(\*, "label")= chr "interview year"  
## ..- attr(\*, "format.stata")= chr "%8.0g"  
## $ ln\_wage: num [1:386] 1.59 1.78 2.55 2.42 2.61 ...  
## ..- attr(\*, "label")= chr "ln(wage/GNP deflator)"  
## ..- attr(\*, "format.stata")= chr "%9.0g"  
## $ age : num [1:386] 20 25 28 31 33 35 37 19 25 26 ...  
## ..- attr(\*, "label")= chr "age in current year"  
## ..- attr(\*, "format.stata")= chr "%8.0g"  
## $ tenure : num [1:386] 0.917 1.5 1.833 0.667 1.917 ...  
## ..- attr(\*, "label")= chr "job tenure, in years"  
## ..- attr(\*, "format.stata")= chr "%9.0g"  
## $ union : int [1:386] 1 0 1 1 1 1 1 0 1 1 ...  
## - attr(\*, "label")= chr "National Longitudinal Survey. Young Women 14-26 years of age in 1968"

Let’s have a look at the first few observations. They contain data from subject #1, who was surveyed several times between 1972 and 1988, and a few observations from subject #2.

head(nlswork, 10)

## # A tibble: 10 x 6  
## idcode year ln\_wage age tenure union  
## <fct> <dbl> <dbl> <dbl> <dbl> <int>  
## 1 1 72 1.59 20 0.917 1  
## 2 1 77 1.78 25 1.5 0  
## 3 1 80 2.55 28 1.83 1  
## 4 1 83 2.42 31 0.667 1  
## 5 1 85 2.61 33 1.92 1  
## 6 1 87 2.54 35 3.92 1  
## 7 1 88 2.46 37 5.33 1  
## 8 2 71 1.36 19 0.25 0  
## 9 2 77 1.73 25 2.67 1  
## 10 2 78 1.69 26 3.67 1

summary(nlswork)

## idcode year ln\_wage age tenure union   
## 9 : 12 Min. :70.00 Min. :0.4733 Min. :18.0 Min. : 0.000 Min. :0.0000   
## 20 : 12 1st Qu.:73.00 1st Qu.:1.6131 1st Qu.:25.0 1st Qu.: 1.167 1st Qu.:0.0000   
## 6 : 11 Median :80.00 Median :1.9559 Median :31.0 Median : 2.417 Median :0.0000   
## 16 : 11 Mean :79.61 Mean :1.9453 Mean :30.8 Mean : 3.636 Mean :0.2591   
## 22 : 11 3rd Qu.:85.00 3rd Qu.:2.2349 3rd Qu.:36.0 3rd Qu.: 4.958 3rd Qu.:1.0000   
## 24 : 11 Max. :88.00 Max. :3.5791 Max. :45.0 Max. :19.000 Max. :1.0000   
## (Other):318

We have 82 subjects in our subset:

length(unique(nlswork$idcode))

## [1] 82

The number of times each subject was surveyed ranges from only once to twelve times:

summary(as.integer(table(nlswork$idcode)))

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.000 2.000 4.000 4.707 7.000 12.000

In more than one quarter of the observations, the subject answered to be currently member of a trade union:

table(nlswork$union)

##   
## 0 1   
## 286 100

The following shows the distribution of the DV in our data.

hist(nlswork$ln\_wage, breaks = 20, main = 'Histogram of DV', xlab = NA)

![](data:image/png;base64,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)

The DV is roughly normally distributed with the following mean and SD:

c(mean(nlswork$ln\_wage), sd(nlswork$ln\_wage))

## [1] 1.9453220 0.4506576

We can calculate the mean and SD of the DV separately for each subject. A histogram of these subject-specific means reveals more variability:

y\_mean\_sd\_cl <- sapply(levels(nlswork$idcode), function(idcode) {  
 y\_cl <- nlswork$ln\_wage[nlswork$idcode == idcode]  
 c(mean(y\_cl), sd(y\_cl))  
})  
hist(y\_mean\_sd\_cl[1,], breaks = 20, main = 'Histogram of DV means per subject', xlab = NA)

![](data:image/png;base64,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)

We can compare the SD of the subject-specific means with the mean of the SDs calculated from each subjects’ repeated measures.

c(sd(y\_mean\_sd\_cl[1,]), mean(y\_mean\_sd\_cl[2,], na.rm = TRUE))

## [1] 0.4038449 0.2221142

The SD between the subject-specific means is almost twice as large as the mean of the SD from each subjects’ values. This shows that there’s much more variability between each subject than within each subject’s repeated measures regarding the DV.

## Fixed-effects model, not adjusting for clustered observations

Our data contains repeated measures for each subject, so we have panel data in which each subject forms a group or cluster. We can use a fixed-effects (FE) model to account for unobserved subject-specific characteristics. We do so by including the subject’s idcode in our model formula. It’s important to note that idcode is of type factor (we applied idcode = as.factor(idcode) when we prepared the data) so that for each factor level (i.e. each subject) an FE coefficient will be estimated that represents the subject-specific mean of our DV.[[1]](#footnote-26)

Let’s specify and fit such a model using lm. We include job tenure, union membership and an interaction between both (the latter mainly for illustrative purposes later when we estimate marginal effects). We also control for age and add idcode as FE variable.

m1 <- lm(ln\_wage ~ age + tenure + union + tenure:union + idcode,  
 data = nlswork)  
summary(m1)

##   
## Call:  
## lm(formula = ln\_wage ~ age + tenure + union + tenure:union +   
## idcode, data = nlswork)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.96463 -0.09405 0.00000 0.11460 1.23525   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.882e+00 1.314e-01 14.325 < 2e-16 \*\*\*  
## age 5.631e-03 3.110e-03 1.811 0.071193 .   
## tenure 2.076e-02 6.964e-03 2.980 0.003115 \*\*   
## union 1.746e-01 6.065e-02 2.879 0.004272 \*\*   
## idcode2 -6.174e-01 1.285e-01 -4.803 2.47e-06 \*\*\*  
## idcode3 -5.625e-01 1.329e-01 -4.234 3.05e-05 \*\*\*  
## idcode4 -3.006e-01 1.291e-01 -2.329 0.020524 \*   
## idcode5 -1.927e-01 1.422e-01 -1.355 0.176494   
## idcode6 -4.486e-01 1.318e-01 -3.403 0.000756 \*\*\*  
...

We’re not really interested in the subject-specific means (the FE coefficients), so let’s filter them out and only show our coefficients of interest:

m1coeffs\_std <- data.frame(summary(m1)$coefficients)  
coi\_indices <- which(!startsWith(row.names(m1coeffs\_std), 'idcode'))  
m1coeffs\_std[coi\_indices,]

## Estimate Std..Error t.value Pr...t..  
## (Intercept) 1.882478232 0.131411504 14.325064 8.022367e-36  
## age 0.005630809 0.003109803 1.810664 7.119315e-02  
## tenure 0.020756426 0.006964417 2.980353 3.114742e-03  
## union 0.174619394 0.060646038 2.879321 4.272027e-03  
## tenure:union 0.014974113 0.009548509 1.568215 1.178851e-01

Unsurprisingly, job tenure and especially union membership are positively associated with wage. The coefficient of the interaction term shows that with union membership the job tenure effect is even a bit higher, though not significantly.

In the next two sections we’ll see how standard errors for our estimates are usually computed and how this fits into a framework called “sandwich estimators.” Using this framework, we’ll see how the standard error calculations can be adjusted to give consistent results for clustered data.

## Standard errors

In ordinary least squares (OLS) regression, we assume that the regression model errors are independent. This is not the case here: Each subject may be surveyed several times so within each subject’s repeated measures, the errors will be correlated. Although that is not a problem for our regression estimates (they are still unbiased – Roberts ([2013](#ref-roberts_robust_2013))), it *is* a problem for for the precision of our estimates – the precision will typically be overestimated, i.e. the standard errors (SEs) will be lower than they should be (Cameron and Miller [2013](#ref-cameron_practitioners_2013)). The intuition behind this regarding our example is that within our clusters we usually have lower variance since the answers come from the same subject and are correlated. This lowers our estimates’ SEs.

We can deal with this using *clustered standard errors* with subjects representing our clusters. But before we do this, let’s first have a closer look on how “classic” OLS estimates’ SEs are actually computed.

In matrix notation, a linear model has the form

This model has parameters (including the intercept parameter ) expressed as parameter vector and is estimated from observations in our data. The DV is (an vector), the independent variables form an matrix . Finally, the error term is an vector that captures everything that influences but cannot be explained by .

By minimizing , an estimation for our parameters, , can be found. Roberts ([2013](#ref-roberts_robust_2013)) shows how the estimated variance of the parameter estimates can be derived which results in the *sandwich estimator*

This is called sandwich estimator because of the structure of the formula: Between two slices of bread there is the meat and this is the most important part for us, because we can see how it relates to the computation of the SEs. One of the classic OLS assumptions is [constant variance (or homoscedasticity)](https://bookdown.org/roback/bookdown-BeyondMLR/ch-MLRreview.html#assumptions-for-linear-least-squares-regression) in the errors across the full spectrum of our DV. This implicates that is a diagonal matrix with identical elements. That simplifies the above equation to

We’re almost finished with estimating the standard errors for a classic OLS model. What’s left is the *residual variance* . This is calculated as

with being the residuals. The numerator is also called the *residual sum of squares* and the denominator is the *degrees of freedom*.

Let’s replicate the standard errors from model m1 with our own calculations. To translate these formulae to R, we use model.matrix to get the design matrix , residuals for the residual vector , nobs for the number of observations , ncol(X) for the number or parameters, solve to calculate the inverse of and diag to extract the diagonal of a square matrix.

X <- model.matrix(m1)  
u <- residuals(m1)  
n <- nobs(m1)  
p <- ncol(X)  
sigma2 <- sum(u^2) / (n - p)  
# solve (X^T X) A = I, where I is identity matrix -> A is (X^T X)^-1  
crossXinv <- solve(t(X) %\*% X, diag(p))  
m1se <- sqrt(diag(sigma2 \* crossXinv))  
m1se

## [1] 0.131411504 0.003109803 0.006964417 0.060646038 0.128532897 0.132850020 0.129073913 0.142197527 0.131807814 0.154288821 0.134842179  
## [12] 0.154786225 0.217550496 0.139150254 0.211281877 0.135754047 0.131627656 0.147338973 0.165729366 0.130876677 0.123106501 0.180318967  
## [23] 0.130039911 0.156266791 0.129610230 0.136001222 0.164989332 0.207432091 0.207669144 0.161538753 0.273824445 0.175070401 0.179752616  
...

Let’s check if this is equal to the standard errors calculated by lm (using near because of minor deviations due to floating point precision):

all(near(m1se, m1coeffs\_std$Std..Error))

## [1] TRUE

## Clustered standard errors

We extracted our parameter estimates’ variance from the diagonal of the *(variance-)covariance* or *vcov* matrix and R has the vcov function to calculate it from a fitted model. It’s exactly what we computed before using eq. 2:

all(near(sigma2 \* crossXinv, vcov(m1)))

## [1] TRUE

The square root of the diagonal in the covariance matrix is the SEs of our parameter estimates. Instead of the simplified form in eq. 2, we can use different estimators for the covariance matrix that are based on the sandwich estimator in eq. 1. The trick with sandwich estimators is that you can exchange the bread and meat of your sandwich according to the structure of your data. This allows you to arrive at consistent SEs even when some of the OLS assumptions like homoscedasticity are violated. This is the “versatile” part in the Zeileis, Köll, and Graham ([2020](#ref-zeileis_various_2020)) paper dubbed *“Various Versatile Variances.”* When we want to obtain clustered SEs, we need to consider that in the “meat” part of eq. 1 is *not* a diagonal matrix with identical elements anymore, hence this can’t be simplified to eq. 2. Instead, we can assume that is block-diagonal with the clusters forming the blocks. This means, we assume that the variance in the errors is constant *within clusters* and so we first calculate per cluster and then sum the . Cameron and Miller ([2013](#ref-cameron_practitioners_2013)) (p. 11) shows how is calculated in detail and also which finite-sample correction factor is applied. From this article we get the equation

where is the number of clusters. It’s interesting to see how the residuals are added up *per cluster* and then averaged. As Cameron and Miller ([2013](#ref-cameron_practitioners_2013)) (p. 13) notes, this implicates an important limitation: With a low number of clusters, this averaging is imprecise.

Let’s translate this formula to R. We already have as u (the residuals) and the design matrix X. We can generate a list of , sum them and multiply the correction factor:

omegaj <- lapply(levels(nlswork$idcode), function(idcode) {  
 j <- nlswork$idcode == idcode  
 X\_j <- X[j, , drop = FALSE] # don't drop dimensions when we have only one obs.  
 t(X\_j) %\*% tcrossprod(u[j]) %\*% X\_j # tcrossprod is outer product x \* x^T  
})  
  
n\_cl <- length(levels(nlswork$idcode)) # num. clusters  
# correction factor \* sum of omega\_j  
omega <- (n-1) / (n-p) \* (n\_cl / (n\_cl-1)) \* Reduce('+', omegaj)  
# sandwich formula; extract diagonal and take square root to get SEs  
m1clse <- sqrt(diag(crossXinv %\*% omega %\*% crossXinv))   
m1clse[1:5] # only showing the first 5 values here

## [1] 0.157611390 0.006339777 0.011149190 0.101970509 0.020561516

We will later check that this matches the estimates calculated with R packages that implement clustered SE estimation. For now, let’s compare the classic OLS SEs with the clustered SEs:

m1coeffs\_with\_clse <- cbind(m1coeffs\_std, ClustSE = m1clse)  
m1coeffs\_with\_clse[coi\_indices, c(1, 2, 5)]

## Estimate Std..Error ClustSE  
## (Intercept) 1.882478232 0.131411504 0.157611390  
## age 0.005630809 0.003109803 0.006339777  
## tenure 0.020756426 0.006964417 0.011149190  
## union 0.174619394 0.060646038 0.101970509  
## tenure:union 0.014974113 0.009548509 0.009646023

We can see that, as expected, the clustered SEs are all a bit higher than the classic OLS SEs.

The above calculations were used to show what’s happening “under the hood” and also how the formulas used for these calculations are motivated. However, doing the above calculations “by hand” is error-prone and slow. It’s better to use well trusted packages for daily work and so next we’ll have a look at some of these packages and how they can be used. Still, it’s helpful to understand some background and the limitations for this approach. See Cameron and Miller ([2013](#ref-cameron_practitioners_2013)) for a much more thorough guide (though only with examples in Stata) that also considers topics like which variable(s) to user for clustering, what to do with low number of clusters or how to implement multi-way clustering.

## Option 1: *sandwich* and *lmtest*

The [*sandwich* package](https://cran.r-project.org/web/packages/sandwich/index.html) implements several methods for robust covariance estimators, including clustered SEs. Details are explained in the already mentioned paper by Zeileis, Köll, and Graham ([2020](#ref-zeileis_various_2020)). The accompanying [*lmtest* package](https://cran.r-project.org/web/packages/lmtest/index.html) provides functions for coefficient tests that take into account the calculated robust covariance estimates.

As explained initially, the parameter estimates from our model are consistent despite the clustered structure of our data. But the SEs are likely biased downward and need to be corrected. This is why we can resume to work with our initially estimated model m1 from lm. There’s no need to refit it and sandwich works with lm model objects (and also some other types of models such as some glm models). We only have to adjust how we test our coefficient estimates in the following way:

1. We need to use [coeftest](https://rdrr.io/cran/lmtest/man/coeftest.html) from the lmtest package;
2. we need to pass it our model and either a function to calculate the covariance matrix or an already estimated covariance matrix to the vcov parameter;
3. we need to specify a cluster variable in the cluster parameter.

The sandwich package provides several functions for estimating robust covariance matrices. We need [vcovCL](https://rdrr.io/rforge/sandwich/man/vcovCL.html) for clustered covariance estimation and will pass this function as vcov parameter. Furthermore, we cluster by subject ID, so the cluster variable is idcode.

library(sandwich)  
library(lmtest)  
  
m1coeffs\_cl <- coeftest(m1, vcov = vcovCL, cluster = ~idcode)  
m1coeffs\_cl[coi\_indices,]

## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) 1.882478232 0.157611390 11.9437956 3.667970e-27  
## age 0.005630809 0.006339777 0.8881715 3.751601e-01  
## tenure 0.020756426 0.011149190 1.8616981 6.362342e-02  
## union 0.174619394 0.101970509 1.7124500 8.784708e-02  
## tenure:union 0.014974113 0.009646023 1.5523613 1.216301e-01

The calculated SE values seem familiar and they are indeed equal to what we calculated before as m1clse “by hand”:

all(near(m1clse, m1coeffs\_cl[,2]))

## [1] TRUE

The lmtest package provides several functions for common post-estimation tasks, for example [coefci](https://rdrr.io/cran/lmtest/man/coefci.html) to calculate confidence intervals (CIs). If we use these, we need to make sure to specify the same type of covariance estimation, again by passing the appropriate vcov and cluster parameters:

coefci(m1, parm = coi\_indices, vcov = vcovCL, cluster = ~idcode)

## 2.5 % 97.5 %  
## (Intercept) 1.572314302 2.19264216  
## age -0.006845258 0.01810688  
## tenure -0.001184099 0.04269695  
## union -0.026048678 0.37528746  
## tenure:union -0.004008324 0.03395655

This is really important, as otherwise the classic (non-clustered) covariance estimation is applied by default. This, due to lower SEs, leads to narrower CIs:

(m1cis <- coefci(m1, parm = coi\_indices))

## 2.5 % 97.5 %  
## (Intercept) 1.6238731375 2.14108333  
## age -0.0004889822 0.01175060  
## tenure 0.0070511278 0.03446172  
## union 0.0552738733 0.29396491  
## tenure:union -0.0038164264 0.03376465

Here, the tenure and union CIs suddenly don’t include zero any more!

Instead of passing vcovCL as function to the vcov parameter, it’s more convenient and computationally more efficient to calculate the covariance matrix only once using vcovCL and then passing this matrix to functions like coeftest and coefci instead:

cl\_vcov\_mat <- vcovCL(m1, cluster = ~idcode)

Now we pass this matrix for the vcov parameter. We don’t need to specify the cluster parameter anymore, since this information was only needed in the previous step.

m1coeffs\_cl2 <- coeftest(m1, vcov = cl\_vcov\_mat)  
all(near(m1coeffs\_cl[,2], m1coeffs\_cl2[,2])) # same SEs?

## [1] TRUE

m1cis2 <- coefci(m1, parm = coi\_indices, vcov = cl\_vcov\_mat)  
all(near(m1cis2, m1cis2)) # same CIs?

## [1] TRUE

Another example would be to calculate marginal effects, for example with the [*margins*](https://cran.r-project.org/web/packages/margins/index.html) package. Again, to arrive at consistent SEs we will need to pass the proper covariance matrix via the vcov parameter. We do this for the marginal effect of tenure at the two levels of union:

library(margins)  
  
margins(m1, vcov = cl\_vcov\_mat, variables = 'tenure', at = list(union = 0:1)) %>%  
 summary()

## factor union AME SE z p lower upper  
## tenure 0.0000 0.0208 0.0111 1.8617 0.0626 -0.0011 0.0426  
## tenure 1.0000 0.0357 0.0083 4.3089 0.0000 0.0195 0.0520

Otherwise classic SEs are estimated, which are smaller:

margins(m1, variables = 'tenure', at = list(union = 0:1)) %>% summary()

## factor union AME SE z p lower upper  
## tenure 0.0000 0.0208 0.0070 2.9804 0.0029 0.0071 0.0344  
## tenure 1.0000 0.0357 0.0081 4.3846 0.0000 0.0198 0.0517

As you can see, the combination of lm and the packages sandwich and lmtest are all you need for estimating clustered SEs and inference. However, you really need to be careful to include the covariance matrix at all steps of your calculations.

## Option 2: lm.cluster from *miceadds*

There’s also lm.cluster from the package [*miceadds*](https://cran.r-project.org/web/packages/miceadds/index.html)[[2]](#footnote-39), which may be a bit more convenient to use. Internally, it basically does the same that we’ve done before by employing sandwich’s vcovCL (see source code parts [here](https://github.com/alexanderrobitzsch/miceadds/blob/ca9e54c18e9743280b9a075e6e119fec38693af2/R/lm.cluster.R#L33) and [there](https://github.com/alexanderrobitzsch/miceadds/blob/ca9e54c18e9743280b9a075e6e119fec38693af2/R/lm_cluster_compute_vcov.R#L13) for example).

Instead of using lm, we fit the model with lm.cluster and specify a cluster variable (this time as string, not as formula). The model summary then contains the clustered SEs:

library(miceadds)  
  
m2 <- lm.cluster(ln\_wage ~ age + tenure + union + tenure:union + idcode,  
 cluster = 'idcode',  
 data = nlswork)  
m2coeffs <- data.frame(summary(m2))

m2coeffs[!startsWith(row.names(m2coeffs), 'idcode'),]

## Estimate Std..Error t.value Pr...t..  
## (Intercept) 1.882478232 0.157611390 11.9437956 6.995639e-33  
## age 0.005630809 0.006339777 0.8881715 3.744485e-01  
## tenure 0.020756426 0.011149190 1.8616981 6.264565e-02  
## union 0.174619394 0.101970509 1.7124500 8.681378e-02  
## tenure:union 0.014974113 0.009646023 1.5523613 1.205758e-01

An object m that is returned from lm.cluster is a list that contains the lm object as m$lmres and the covariance matrix as m$vcov. Again, these objects need to be “dragged along” if we want to do further computations. For margins, we also need to pass the data again via data = nlswork:

margins(m2$lm\_res, vcov = m2$vcov, variables = 'tenure', at = list(union = 0:1), data = nlswork) %>%  
 summary()

## factor union AME SE z p lower upper  
## tenure 0.0000 0.0208 0.0111 1.8617 0.0626 -0.0011 0.0426  
## tenure 1.0000 0.0357 0.0083 4.3089 0.0000 0.0195 0.0520

The result is consistent with our former computations. The advantage over the “lm + sandwich + lmtest” approach is that you can do clustered SE estimation and inference in one go. For further calculations you still need to be careful to supply the covariance matrix from m$vcov.

## Option 3: lm\_robust from *estimatr*

Another option is to use [lm\_robust](https://declaredesign.org/r/estimatr/articles/getting-started.html#lm_robust) from the [*estimatr*](https://cran.r-project.org/web/packages/estimatr/index.html) package which is part of the [DeclareDesign framework](https://declaredesign.org/) (Blair et al. [2019](#ref-blair_declaring_2019)). Like lm.cluster, it’s more convenient to use, but it doesn’t rely on sandwich and lmtest in the background and instead comes with an own implementation for model fitting and covariance estimation. This implementation is [supposed to be faster](https://declaredesign.org/r/estimatr/#fast-to-use) than the other approaches and we’ll check that for our example later.

But first, let’s fit a model with clustered SEs using lm\_robust. We use the same formula as with lm or lm.cluster, but also specify the clusters parameter:[[3]](#footnote-47)

library(estimatr)  
  
m3 <- lm\_robust(ln\_wage ~ age + tenure + union + tenure:union + idcode,  
 clusters = idcode,  
 data = nlswork)  
summary(m3)

##   
## Call:  
## lm\_robust(formula = ln\_wage ~ age + tenure + union + tenure:union +   
## idcode, data = nlswork, clusters = idcode)  
##   
## Standard error type: CR2   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|) CI Lower CI Upper DF  
## (Intercept) 1.882e+00 0.141424 13.310872 8.596e-14 1.5930761 2.171880 28.642  
## age 5.631e-03 0.005726 0.983442 3.342e-01 -0.0061215 0.017383 26.790  
## tenure 2.076e-02 0.010089 2.057345 5.771e-02 -0.0007714 0.042284 14.812  
## union 1.746e-01 0.093790 1.861817 7.735e-02 -0.0209918 0.370231 20.049  
## idcode2 -6.174e-01 0.019094 -32.334722 2.810e-07 -0.6656871 -0.569086 5.283  
## idcode3 -5.625e-01 0.078607 -7.156034 9.687e-07 -0.7273116 -0.397718 18.550  
...

Unlike lm, lm\_robust allows to specify fixed effects in a separate fixed\_effects formula parameter which, according to the [documentation](https://rdrr.io/cran/estimatr/man/lm_robust.html), should speed up computation for many types of SEs. Furthermore, this cleans up the summary output since there are no more FE coefficients:

m3fe <- lm\_robust(ln\_wage ~ age + tenure + union + tenure:union,  
 clusters = idcode,  
 fixed\_effects = ~idcode,  
 data = nlswork)  
summary(m3fe)

##   
## Call:  
## lm\_robust(formula = ln\_wage ~ age + tenure + union + tenure:union,   
## data = nlswork, clusters = idcode, fixed\_effects = ~idcode)  
##   
## Standard error type: CR2   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|) CI Lower CI Upper DF  
## age 0.005631 0.005726 0.9834 0.33419 -0.0061215 0.01738 26.790  
## tenure 0.020756 0.010089 2.0573 0.05771 -0.0007714 0.04228 14.812  
## union 0.174619 0.093790 1.8618 0.07735 -0.0209918 0.37023 20.049  
## tenure:union 0.014974 0.009043 1.6558 0.14062 -0.0062982 0.03625 7.187  
##   
## Multiple R-squared: 0.7554 , Adjusted R-squared: 0.6861  
## Multiple R-squared (proj. model): 0.199 , Adjusted R-squared (proj. model): -0.02795   
## F-statistic (proj. model): 17.56 on 4 and 81 DF, p-value: 2.071e-10

When we compare the results from lm\_robust with lm, we can see that the point estimates are the same. The lm\_robust SEs are, as expected, higher than the “classic” SEs from lm. However, the lm\_robust SEs are also a bit smaller than those calculated from sandwich::vcovCL:

m3fe\_df <- tidy(m3fe) %>% rename(est.lm\_robust = estimate,  
 se.lm\_robust = std.error)  
m3fe\_df$se.sandwich <- m1coeffs\_cl[coi\_indices,2][2:5]  
m3fe\_df$est.classic <- m1coeffs\_std[coi\_indices,1][2:5]  
m3fe\_df$se.classic <- m1coeffs\_std[coi\_indices,2][2:5]  
m3fe\_df[c('term', 'est.classic', 'est.lm\_robust', 'se.classic', 'se.lm\_robust', 'se.sandwich')]

## term est.classic est.lm\_robust se.classic se.lm\_robust se.sandwich  
## 1 age 0.005630809 0.005630809 0.003109803 0.005725617 0.006339777  
## 2 tenure 0.020756426 0.020756426 0.006964417 0.010088940 0.011149190  
## 3 union 0.174619394 0.174619394 0.060646038 0.093789776 0.101970509  
## 4 tenure:union 0.014974113 0.014974113 0.009548509 0.009043429 0.009646023

This is because lm\_robust by default uses a different cluster-robust variance estimator *“to correct hypotheses tests for small samples and work with commonly specified fixed effects and weights”* as explained in the [*Getting started* vignette](https://declaredesign.org/r/estimatr/articles/getting-started.html#lm_robust). Details can be found in the [Mathematical notes for estimatr](https://declaredesign.org/r/estimatr/articles/mathematical-notes.html#cluster-robust-variance-and-degrees-of-freedom).

As with the lm and lm.cluster results, we can also estimate marginal effects with a lm\_robust result object. However, this doesn’t seem to work when you specify FEs via fixed\_effects parameter as done for m3fe:

margins(m3fe, variables = 'tenure', at = list(union = 0:1)) %>%  
 summary() # doesn't work  
# -> Error in predict.lm\_robust(model, newdata = data, type = type, se.fit = TRUE, :  
# Can't set `se.fit` == TRUE with `fixed\_effects`

With m3 (where FEs were directly specified in the model formula), marginal effects estimation works and we don’t even need to pass a separate vcov matrix, since this information already comes with the lm\_robust result object m3.[[4]](#footnote-50)

margins(m3, variables = 'tenure', at = list(union = 0:1)) %>% summary()

## factor union AME SE z p lower upper  
## tenure 0.0000 0.0208 0.0101 2.0573 0.0397 0.0010 0.0405  
## tenure 1.0000 0.0357 0.0077 4.6174 0.0000 0.0206 0.0509

As already said, lm\_robust uses a different variance estimator than the one deduced in the beginning of this article, which is used by default in vcovCL and in Stata. However, by setting se\_type to 'stata' we can replicate these “Stata Clustered SEs”:

m3stata <- lm\_robust(ln\_wage ~ age + tenure + union + tenure:union + idcode,  
 clusters = idcode,  
 se\_type = 'stata',  
 data = nlswork)  
m3stata\_se <- tidy(m3stata) %>% pull(std.error)  
all(near(m3stata\_se, m1clse)) # same SEs?

## [1] TRUE

In summary, lm\_robust is as convenient to use as lm or lm.cluster, but offers similar flexibility as sandwich for estimating clustered SEs. A big advantage is that you don’t need to care about supplying the right covariance matrix to further post-estimation functions like margins. The proper covariance matrix is directy attached to the fitted lm\_robust object (and can by accessed via model$vcov or vcov(model) if you need to). Is parameter estimation also faster with lm\_robust?

## Performance comparison

We’ll make a rather superficial performance comparison only using the nlswork dataset and [microbenchmark](https://cran.r-project.org/web/packages/microbenchmark/index.html). We will compare the following implementations for estimating model coefficients and clustered SEs:

1. lm and vcovCL from sandwich
2. lm.cluster
3. lm\_robust with default SEs (se\_type = 'CR2')
4. lm\_robust with Stata SEs (se\_type = 'stata')
5. lm\_robust with fixed\_effects parameter and Stata SEs (fixed\_effects = idcode, se\_type = 'stata')

For a fair comparison, we don’t calculate CIs (which lm\_robust by default does). These are the results for 100 test runs:

## Unit: milliseconds  
## expr min lq mean median uq max neval  
## 1. sandw 19.180368 21.822370 25.605236 23.179031 28.164577 63.98716 100  
## 2. clust 19.246323 21.590259 25.095094 22.744822 25.742446 82.93611 100  
## 3. rob1 9.118937 10.054303 11.793956 10.540015 12.362625 25.18192 100  
## 4. rob2 5.147945 5.609316 6.364760 5.838676 6.315942 16.66474 100  
## 5. rob3 4.874994 5.222966 6.173686 5.495993 6.030319 17.99471 100
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As expected, lm/sandwich and lm.cluster have similar run times. lm\_robust is faster for all three configurations (3. to 5.) and is especially fast when estimating Stata SEs (4. and 5.). With our example data, specifying fixed\_effects (5.) doesn’t seem to speed up the calculations.

## Conclusion

We’ve seen that it’s important to account for clusters in data when estimating model parameters, since ignoring this fact will likely result in overestimated precision which in turn can lead to wrong inference. R provides many ways to estimate clustered SEs. The packages sandwich and lmtest provide a rich set of tools for this task (and also for other types of robust SEs) and work with lm and other kinds of models. lm.cluster from the miceadds package provides a more convenient wrapper around sandwich and lmtest. However, users should be careful to not forget to pass along the separate cluster robust covariance matrix for post-estimation tasks. This is something users don’t need to care for when using lm\_robust from the estimatr package, since the covariance matrix is not separate from the fitted model object. Another advantage is that lm\_robust seems to be faster than the other options.

The source code for this article can be [found on GitHub](https://github.com/WZBSocialScienceCenter/r_clustered_se).
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1. It is not always necessary to use an FE model and you can very well estimate robust SEs from clustered data also without FEs. [↑](#footnote-ref-26)
2. Once again a strange package name. Unlike *sandwich* this package name is not derived from a formula, but simply stands for *add*itional functionality for imputation with the *mice* package – and just happens to include clustered SE estimation. [↑](#footnote-ref-39)
3. Note that this time we have to use the “bare” unquoted variable name – not a formula, not a string. Every package has a different policy! [↑](#footnote-ref-47)
4. The standard vcov function will return the correct (cluster robust) covariance matrix for a fitted lm\_robust model, whereas it will return the “classic” covariance matrix for a fitted lm model. [↑](#footnote-ref-50)