文本挖掘技术被广泛运用在各个学科中，用于处理大批量数据。现在，对于文本挖掘，通用的定义为：文本挖掘的过程即是从文本数据中挖掘内在的，未知的，且有用的模型的过程（Tan，1999）。因此，文本挖掘技术可以在大批量数据中高效提取出有用的信息。

文本挖掘分析技术包括文本结构分析、文本摘要、文本分类、文本聚类、文本关联分析、分布分析和趋势预测等（袁军鹏等，2006）。郭金龙等（2012）学者认为在人文社科领域中较为常用的文本挖掘技术是文本分类技术和文本聚类技术。文本分类技术属于有监督的机器学习应用，采用的常见技术有：决策树、朴 素贝叶斯( NB) 、支持向量机( SVM) 、K - 近邻等，可以用于对主题的分类、对风格的分类、对情感的分类以及文章的题材等分类。在文本分类技术中。然而文本分类技术的最终结果与所采取的停用词等有很强的关系，而且自动化程度不高。而文本聚类技术属于无监督的机器学习应用。文本聚类技术虽然也需要分词，但不需要重复复杂的训练，自动化程度较为文本分类技术更高。

文本聚类技术中，用于挖掘潜在语义知识的模型有：LSA，PLSA以及LDA等模型。董婧灵（2011）等通过比较研究，认为LDA模型有着较为突出的优点：首先，LDA是完全概率生成模型，具有丰富的结构，成熟的算法和训练模型；其次，LDA模型更适合在大规模语料库中构建模型。LDA模型是由Blei等（2003）提出的,是一个集合概率模型。近十几年来，LDA模型在实际运用上都有广泛的讨论。例如：唐晓波（2014）等将LDA模型运用在微博热点的搜集。然而，这些文献较少涉及到微信平台数据的使用，以及将其所得模型运用到实际问题中。因此本文将运用LDA模型去研究微信娱乐圈公众号数据，并将其运用至广告营销中。
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