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LABORATORIUM NR 1

1. **Cel​ ​ćwiczenia:**

Celem ćwiczenia jest poznanie budowy i działania perceptronu poprzez implementację oraz uczenie perceptronu realizującego wybraną funkcję logiczną dwóch zmiennych.

1. **Opis wykonanych zadań:**

Zaimplementowałem sztuczny neuron w oparciu o model McCullocha-Pittsa.Sygnały dochodzące do neuronu (I1, I2, ...IN) mnożone są przez tzw. wagi Wi(i - numer neuronu). Dodatkowy sygnał jednostkowy nazwano biasem. Na podstawie wag i dochodzących sygnałów obliczany jest stan wewnętrzny neuronu. Odpowiedź neuronu zależy od tego czy jego stan wewnętrzny (pobudzenie) przekracza pewien poziom. Odpowiada za to unipolarna funkcja aktywacji która w modelu McCullocha-Pittsa jest funkcją progową.

![Znalezione obrazy dla zapytania model McCullocha-Pittsa](data:image/gif;base64,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)

Rys. 1 Schemat neuronu McCullocha-Pittsa

Klasa „Perceptron” odpowiadająca za perceptron składa się z 3 funkcji:

* **„calculateOutput”** odpowiada za sumowanie iloczynów wartości „input” podanych na wejściu oraz wag „weights” .
* **„activationFunction”** jest aktywacyjną funkcja progową unipolarną. Na jej podstawie obliczana jest wartość wyjścia perceptronu.
* **„learnFunction”** wykonuje modyfikacje wag wykorzystując dane otrzymane z powyższych funkcji. W argumentach metody podajemy również oczekiwaną prawidłową wartość oraz „krok uczenia”. Obie te czynniki wykorzystujemy do modyfikacji wag.

Kolejną klasą wykorzystaną w programie jest „Main” w której podajemy dane wykorzystywane do uczenia perceptronu oraz informacje takie jak liczba powtórzeń uczenia i ilość epok. Nauka realizowana jest w dwóch pętlach „for” (pierwszej zależnej od podanej liczby powtórzeń oraz drugiej zależnej od długości tablicy zawierającej dane wejściowe). Stworzona została również pętla „while” realizująca proces uczenia i testowania perceptronu do momentu uzyskania oczekiwanych wartości.

1. **Zestawienie otrzymanych wyników:**

W programie wykorzystałem funkcje „AND”. Początkowo podaje każdy zestaw prawidłowych danych jednokrotnie, a następnie testuje uczenie się perceptronu dla różnych wag i obserwuje po ilu krokach otrzymam prawidłowe wyniki. Podczas analizy parametr „learn\_rate” został ustawiony na 0.1.

*Tab.1 Zależność wag od ilości potrzebnych kroków*

|  |  |
| --- | --- |
| Waga | Ilość potrzebnych kroków |
| **0.3** | **3** |
| **0.1** | **5** |
| **0.8** | **5** |
| **1.5** | **9** |
| **3** | **17** |

*Wykres.1 Zestawienie dla „leran\_rate”=0.1 oraz wagi= 3*

Kolejną modyfikacja sprawdzającą działanie programu była modyfikacja „learn\_rate”. Użyte wagi początkowe wynosiły 0.5.

*Tabela.2 Zależność „learn\_rate” o ilości potrzebnych kroków*

|  |  |
| --- | --- |
| learn\_rate | Ilość potrzebnych kroków |
| **0.1** | **3** |
| **0.3** | **1** |
| **0.5** | **5** |
| **0.8** | **7** |
| **1.5** | **1** |

Trzeci przeprowadzony test polegał na losowaniu wag początkowych oraz zadawaniu różnych „learn\_rate”, a nastepnie obserwacji ile epok będzie niezbędne do nauczenia perceptronu i otrzymania oczekiwanych wartości. Na podstawie 20 prób wybrałem najmniejsza liczbę epok.

*Tabela.3 Zależność „learn\_rate” o ilości potrzebnych kroków*

|  |  |
| --- | --- |
| learn\_rate | Ilość potrzebnych kroków |
| 0.01 | 16 |
| 0.8 | 1 |
| 1.5 | 1 |

*Wykres.2 Zestawienie dla „leran\_rate” = 0.01*

Następnie przeprowadziłem testy podając różną ilość poszczególnych danych uczących

(przy ustawieniu wag równych 0.5 oraz „learn\_rate” wynoszącym 0.1).

*Tabela.4 wyniki przeprowadzonych testów dla poszczególnych danych*

|  |  |  |  |
| --- | --- | --- | --- |
| Input\_1 | Input\_2 | Liczba wprowadzeń danego zestawu | Otrzymany wynik |
| 0 | 0 | 1 | Błędny |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |

*Tabela.5* *wyniki przeprowadzonych testów dla poszczególnych danych*

|  |  |  |  |
| --- | --- | --- | --- |
| Input\_1 | Input\_2 | Liczba wprowadzeń danego zestawu | Otrzymany wynik |
| 0 | 0 | 1 | Błędny |
| 0 | 1 | 3 |
| 1 | 0 | 1 |
| 1 | 1 | 2 |

*Tabela.6 wyniki przeprowadzonych testów dla poszczególnych danych*

|  |  |  |  |
| --- | --- | --- | --- |
| Input\_1 | Input\_2 | Liczba wprowadzeń danego zestawu | Otrzymany wynik |
| 0 | 0 | 2 | Błędny |
| 0 | 1 | 4 |
| 1 | 0 | 2 |
| 1 | 1 | 1 |

*Tabela.7 wyniki przeprowadzonych testów dla poszczególnych danych*

|  |  |  |  |
| --- | --- | --- | --- |
| Input\_1 | Input\_2 | Liczba wprowadzeń danego zestawu | Otrzymany wynik |
| 0 | 0 | 3 | Prawidłowy |
| 0 | 1 | 2 |
| 1 | 0 | 3 |
| 1 | 1 | 2 |

*Tabela.8 wyniki przeprowadzonych testów dla poszczególnych danych*

|  |  |  |  |
| --- | --- | --- | --- |
| Input\_1 | Input\_2 | Liczba wprowadzeń danego zestawu | Otrzymany wynik |
| 0 | 0 | 5 | Prawidłowy |
| 0 | 1 | 6 |
| 1 | 0 | 3 |
| 1 | 1 | 0 |

1. **Wnioski**

Ćwiczenie które wykonałem wymagało zaimplementowania w oparciu o wybrany algorytm perceptronu. Dzięki wykonanym operacjom obserwujemy w jaki sposób modyfikacja podstawowych danych wykorzystywanych do nauki neuronu wpływa na ostateczne wyniki programu.

Jednym z najważniejszych czynników są wagi dla odpowiednich danych wejściowych. Głównym założeniem jest taka ich modyfikacja, aby błąd popełniany przez perceptron był jak najmniejszy, zaś obliczony wynik był jak najbardziej zbliżony do oczekiwanej wartości. Dobór wag początkowych nie ma istotnego wypływu na działanie programu, ponieważ w czasie jego trwania są modyfikowane w celu uzyskania poprawnego wyniku. Należy jednak pamiętać aby wartości te były odpowiednio dobrane, ponieważ może to wpłynąć na czas uczenia się perceptronu. Duży wpływ na proces nauki ma „współczynnik uczenia”. Na podstawie zestawionych wyników testów obserwujemy jak niewielka jego zmiana może doprowadzić do zwiększenia liczby potrzebnych epok. Gdy współczynnik jest zbyt mały , czas poszukiwania wyniku będzie za długi , zaś przy zbyt dużym możemy pominąć odpowiednie wartości. Mój program opiera się na metodzie uczenia z nauczycielem, dlatego kolejnym ważnym parametrem są dane uczące jakie wykorzystujemy do nauki. Dla funkcji logicznej „AND” przy jednokrotnym podaniu każdego zestawu danych udało się osiągnąć prawidłowy wynik już po jednej epoce. Warto jednak zauważyć, że nie jest wymagane podawanie ich w takiej samej ilości. Przeprowadzone testy ukazują ,że istnieje możliwość nauczenia perceptronu bez podawania pełnego zestawu informacji. Udało się znaleźć kombinacje danych wejściowych, która prowadzi do poprawnego wyniku, jednak pomija pare liczb (1,1). Przeprowadzone ćwiczenie mimo iż opiera się na prostej implementacji bardzo dobrze prezentuje ideę „uczenia neuronu”. Ukazuje jak modyfikacja użytych danych (np. „współczynnika uczenia”) może wpłynąć na czas jaki będzie potrzebny do uzyskania prawidłowego wyniku.

1. **Listing całego kodu**

**Perceptron:**

import java.util.Random;  
  
// Klasa implementująca perceptron  
public class Perceptron {  
public double[] getWeights() {  
return weights;  
}  
  
// Pola używane w klasie  
private double[] weights;  
 private intnumerOfInput;  
Random random= new Random();  
  
  
// Konstruktor klasy nadający początkowe wagi  
public Perceptron(intnumberOfInput) {  
this.numerOfInput= numberOfInput;  
weights = new double[numberOfInput];  
 for (int i = 0; i<weights.length; i++) {  
//weights[i] = 3;  
weights[i] = random.nextDouble();  
System.*out*.println("Start weight:" + i + " " + weights[i]);  
System.*out*.println();  
}  
 }  
  
  
//Funkcja aktywacji oparta na unipolarnej funkcji progowej  
public int activationFunction(double output) {  
if (output <0) return 0;  
 else return 1;  
}  
  
  
//Funkcja sumująca  
public int calculateOutput(int[] input) {  
double output = 0;  
 for (int i = 0; i< this.numerOfInput; i++) {  
 output += (input[i] \* weights[i]);  
}  
return activationFunction(output);  
}  
  
  
// Funkcja ucząca, która modyfikuje wagi przy każdym kroku uczenia  
public void learnFunction(int[] input, double y, double learn\_rate) {  
double output = calculateOutput(input);  
 for (int i = 0; i<weights.length; i++) {  
weights[i] += (y - output) \* learn\_rate \* input[i];  
}  
 }  
}

**Main:**

import java.io.\*;  
import java.util.Arrays;  
  
public class Main {  
  
public static void main(String[] args) throws IOException {  
  
//Tworzenie perceptronu z nadaniem żądanej ilości wejść  
Perceptron perceptron = new Perceptron(3);  
  
//Podanie ilości epok i kroku uczenia  
int howManyStepsToLearn = 0;  
 double learn\_rate = 0.1;  
  
//Podanie danych uczących  
int bias = 1;  
int[] input1 = {0, 1, 0, 1};  
int[] input2 = {0, 1, 1, 0};  
  
//Podanie oczekiwanych wartości dla poszczególnych zestawów uczących  
int[] expectedData = {0, 1, 0, 0}; //AND  
int[] outputData = new int[4];  
  
  
// Pętla realizująca uczenie perceptronu założoną ilość epok  
// for (int i = 0; i<howManyStepsToLearn; i++) {  
// for (int j = 0; j < input1.length; j++) {  
// int[] inputData = {bias,input1[j],input2[j]};  
// perceptron.learnFunction( inputData , expectedData[j], learn\_rate);  
// }  
// }  
  
  
 // pętla sprawdzająca zgodnosc wartości wyliczonych z oczekiwanymi  
while (!Arrays.*equals*(expectedData, outputData)) {  
  
for (inti = 0; i<4; i++) {  
int[] inputData = {bias, input1[i], input2[i]};  
perceptron.learnFunction(inputData, expectedData[i], learn\_rate);  
}  
  
for (inti = 0; i<4; i++) {  
outputData[i] = perceptron.calculateOutput(new int[]{bias, input1[i], input2[i]});  
}  
  
howManyStepsToLearn++;  
  
 if (howManyStepsToLearn>1000) break;  
}  
  
// wypisanie końcowych wag  
double weight[] = perceptron.getWeights();  
 for (inti = 0; i<weight.length; i++) {  
System.*out*.println("\nEnd weight: " + weight[i]);  
}

// wypisanie końcowego wyliczonego wyniku  
for (int i = 0; i<outputData.length; i++) {  
System.*out*.println(outputData[i]);  
}  
  
System.*out*.println("\nIle kroków potrzebnych do nauki: " + howManyStepsToLearn);  
  
}  
}

**Przykładowy wynik działania programu:**
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