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Kaggle King’s County Home Prices

**EDA**

Our first step was to examine the data by performing EDA. We plotted the response variable, price, to each predictor variable. We noticed some linear relation with some predictors but not with others. Were we could, we transformed the data to something more meaningful relative to price. For example, the variables, lat and long, themselves are not particularly good predictors themselves but combined together they determine where a house is located and any realator will tell you location, location, location. Knowing that house prices tend to be highest towards the city center, we combined lat and long to calculate distance from the most expensive neighborhoods in King County. We then plotted this distance against home prices to get a better linear relation compared to lat and long on their own.

[talk about normalizing other data here]

Lastly, as part of our EDA we created box plots and threw out some of the outliers from our training data because we didn’t want our model to train on these unlikely observations.

**Linear Regression Model**

Now with our data prepared we split the data, 70% for training and 30% for test. We used multiple linear regression as our technique using libraries from sklearn. To evaluate the performance of different models we used RMSE. For our first model we ran all predictors but took out lat and long and replaced with distance (as described above). Our Rsqared value was 0.72 with a RMSE of 199305. With room for improvement, we tried other models. From our EDA we know some of the predictors weren’t strong so we thought to use elastic net to see if it could strengthen the prediction by giving more weight to stronger predictor variables. The hyperparameter …