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1. Introduction

Rough set theory, a mathematical tool to deal with inexact or uncertain knowledge in information systems, has originally described the indiscernibility of elements by equivalence relations. Covering rough sets [[1–9,11,12]](#_bookmark10) is a natural extension of clas- sical rough sets by relaxing the partitions arising from equivalence relations to cov- erings. In our work [[6]](#_bookmark11), we have introduced a framework to generalize covering approximation space that was introduced by Zhu [[11]](#_bookmark13). In fact, we have introduced the generalized covering approximation space 5*n* – *CAS* as a generalization to rough set theory and covering approximation space. The 5*n* – *CAS* is defined by the triple

⟨*U*; 1; C*n*⟩, where *U* – Ø be a finite set, 1 be a binary relation on *U* and C*n* be *n*-cover of *U* associated to 1, where *n* ∈ {*r*; *l*} (*for more details see* [[6]](#_bookmark11)).

The main works in this paper are divided into three parts. In the beginning of

work, we introduce some new generalized definitions to rough membership rela- tions (resp. functions) and new types of fuzzy sets in 5*n* – *CAS*. Second part aims to introduce one of an important topological concepts which are called ‘‘near con- cepts’’ in rough context (specially, in 5*n* – *CAS* ). In fact, we apply near concepts in 5*n* – *CAS* to define different tools for modifying the original operations. The sug- gested methods in this paper represent easy mathematical tools to approximate the rough sets and removing the uncertainty (vagueness) of sets. In addition, compar- isons between the suggested methods are obtained and many examples (resp. counter examples) to illustrate these connections are provided. Hence, we can say that our approaches are very useful in rough context namely, in information analysis and in decision making. Finally, in the end of paper, simple practical examples are provided to illustrate the suggested methods and to show the impor- tance of these methods in rough context namely in information system and in multi-valued information system. In addition, we give some comparisons between our approaches and others approaches such as Pawlak and Lin approaches.

1. *j*-Rough membership relations, *j*-rough membership functions and *j*-fuzzy sets

The present section is devoted to introduce new definitions for rough membership relations and functions as easy tools to classify the sets and help for measuring exactness and roughness of sets. These rough membership functions allow us to define four different fuzzy sets in 5*n* – *CAS*. Moreover, the suggested rough mem- bership relations (resp. functions) are more accurate than classical rough member- ship function that was given by Lin [[10]](#_bookmark12) and the other types.

Definition 2.1. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then we say that:

* 1. *x* is ‘‘*j*-surely’’ belongs to *A*, written *x* ∈*j A*, if *x* ∈ 1*j* (*A*).
  2. *x* is ‘‘*j*-possibly’’ belongs to *X*, written *x* ∈¯*j A*, if *x* ∈ 1*j*(*A*).

These two rough membership relations are called ‘‘*j*-strong’’ and ‘‘*j*-weak’’ membership relations respectively.

Lemma 2.1. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then the following state- ments are true in general:*

(i) *x* ∈*j A* implies *x* ∈ *A*. (ii) *x* ∈ *A* implies *x* ∈¯*j A*.

Proof. Straightforward.

The converse of the above lemma is not true in general, as the following exam- ple illustrates:

Example 2.1. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, where *U* = {*a*; *b*; *c*; *d*} and 1= {(*a*; *a*); (*b*; *b*); (*c*; *c*); (*c*; *b*); (*c*; *d*); (*d*; *a*)}. We will show the above remark in case of *j* = *r* and the other cases similarly: Suppose that *A* = {*a*; *b*; *d*}, then we get 1*r*(*A*) = {*a*; *b*} and 1*r*(*A*)= *U*. Clearly *d* ∈ *A* but *d* R*r A* and *c* ∈¯*r A* but *c* R *A*.

The following proposition is very interesting since it is give the relationships between different types of membership relations ∈*j* and ∈¯*j*. Accordingly, we will illustrate the importance of using these different types of these membership relations.

Proposition 2.1. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then the following are true generally*

1. *If x* ∈*i A* ⇒ *x* ∈*r A* ⇒ *x* ∈*u A.*
2. *If x* ∈*i A* ⇒ *x* ∈*l A* ⇒ *x* ∈*u A.*
3. *If x* ∈¯*u A* ⇒ *x* ∈¯*r A* ⇒ *x* ∈¯*i A.*
4. *If x* ∈¯*u A* ⇒ *x* ∈¯*l A* ⇒ *x* ∈¯*i A.*

Proof. We will prove the first statement and the others similarly:

(*i*) If *x* ∈*i A* ⇒ *x* ∈ 1*i*(*A*) ⇒ *x* ∈ 1*r*(*A*) ⇒ *x* ∈*r A*.

Also, if *x* ∈*r A* ⇒ *x* ∈ 1*r*(*A*) ⇒ *x* ∈ 1*u*(*A*) ⇒ *x* ∈*u A*.

The converse of the above proposition is not true in general as the following example illustrates.

Example 2.2. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, where *U* = {*a*; *b*; *c*; *d*} and 1= {(*a*; *a*); (*a*; *b*); (*b*; *c*); (*b*; *d*); (*c*; *a*); (*d*; *a*)}. Suppose that *A* = {*b*; *c*; *d*}. Then 1*u*(*A*) = Ø, 1*r*(*A*) = {*c*; *d*}, 1*l*(*A*) = {*b*} and 1*i*(*A*) = {*b*; *c*; *d*}. Accordingly, *c* ∈*r A* and *b* ∈*l A* but *b* R*u A* and *c* R*u A*. Also *b* ∈*i A* and *c* ∈*i A* but *b* R*r A* and *c* R*l A*. By similar way, we can illustrate the others cases.

Definition 2.2. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then for each

*j* ∈ {*r*; *l*; *i*; *u*} and *x* ∈ *U*:

The *j*- rough membership functions on *U* for subset *A* are l *j*

*A*

: *U* → [0; 1] where

l *j* (*x*) = |*Nj* (*x*)∩*A*| and |*A*| denotes the cardinality of *A*.

*A* |*Nj*(*x*)|

The rough *j*-membership function expresses conditional probability that *x* belongs to *A* given 1 and can be interpreted as a degree that *x* belongs to *A* in view of information about *x* expressed by 1. Moreover, in case of infinite universe, the

above membership function l *j*

*A*

neighborhoods for each point.

can be use for spaces having locally finite minimal

Lemma 2.2. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then for every x* ∈ *U*

(i) l*u* (*x*) = 1 ⇒ l*r* (*x*) = 1 ⇒ l*i* (*x*) = 1.

*A*

*A*

*A*

(ii) l*u* (*x*) = 0 ⇒ l*r* (*x*) = 0 ⇒ l*i* (*x*) = 0.

*A*

*A*

*A*

(iii) l*u* (*x*) = 1 ⇒ l*l* (*x*) = 1 ⇒ l*i* (*x*) = 1.

*A*

*A*

*A*

(iv) l*u* (*x*) = 0 ⇒ l*l* (*x*) = 0 ⇒ l*i* (*x*) = 0.

*A*

*A*

*A*

Proof. We will prove first statement and the others similarly:

1. l*u* (*x*) = 1 ⇒ *x* ∈*u A* ⇒ *x* ∈*r A* ⇒ l*r* (*x*) = 1. Also,

*A A*

l*r* (*x*) = 1 ⇒ *x* ∈*r A* ⇒ *x* ∈*i A* ⇒ l*i* (*x*) = 1.

*A A*

Remark 2.1.

* + 1. According to the above results, we can prove that l*i*

*A*

is more accurate than

the others types that is:

* + - 1. If *x* ∈ *A* ⇒ l*u* (*x*) 6 l*r* (*x*) 6 l*i* (*x*) and

*A A A*

if *x* ∈ *A* ⇒ l*u* (*x*) 6 l*l* (*x*) 6 l*i* (*x*).

*A A A*

* + - 1. If *x* R *A* ⇒ l*i* (*x*) 6 l*r* (*x*) 6 l*u* (*x*) and

*A A A*

if *x* ∈ *A* ⇒ l*i* (*x*) 6 l*l* (*x*) 6 l*u* (*x*).

*A A A*

* + 1. The converse of the above lemma is not true in general.

The following example illustrates Remark 2.1.

Example 2.3. According to [Example 2.2](#_bookmark1), consider the subset *A* = {*b*; *c*; *d*}. Then we get

l*r* (*a*) = |{*a*}∩*A*| = 0.

*A*

|{*a*}|

l*l* (*a*) = |{*a*}∩*A*| = 0.

*A*

|{*a*}|

l*r* (*b*) = |{*a*;*b*}∩*A*| = 1.

*A*

|{*a*;*b*}| 2

l*l* (*b*) = |{*b*}∩*A*| = 1.

*A*

|{*b*}|

l*r* (*c*) = |{*c*;*d*}∩*A*| = 1.

*A*

|{*c*;*d*|

l*l* (*c*) = |{*a*;*c*;*d*}∩*A*| = 2.

*A*

|{*a*;*c*;*d*}| 3

l*r* (*d*) = |{*c*;*d*}∩*A*| = 1.

*A*

|{*c*;*d*}|

l*l* (*d*) = |{*a*;*c*;*d*}∩*A*| = 2.

*A*

|{*a*;*c*;*d*}| 3

l*i* (*a*) = |{*a*}∩*A*| = 0.

*A*

|{*a*}|

l*u* (*a*) = |{*a*}∩*A*| = 0.

*A*

|{*a*}|

l*i* (*b*) = |{*b*}∩*A*| = 1.

*A*

|{*b*}|

l*u* (*b*) = |{*a*;*b*}∩*A*| = 1.

*A*

|{*a*;*b*}| 2

l*i* (*c*) = |{*c*;*d*}∩*A*| = 1.

*A*

|{*c*;*d*}|

l*u* (*c*) = |{*a*;*c*;*d*}∩*A*| = 2.

*A*

|{*a*;*c*;*d*}| 3

l*i* (*d*) = |{*c*;*d*}∩*A*| = 1.

*A*

|{*c*;*d*}|

l*u* (*d*) = |{*a*;*c*;*d*}∩*A*| = 2.

*A*

|{*a*;*c*;*d*}| 3

One of the key issues in all fuzzy sets is how to determine fuzzy membership functions. A membership functions provides a measure of the degree of similarity of element to fuzzy set. The following definition uses the *j*-rough membership

functions l *j*

*A*

to define four different types of fuzzy sets in 5*n* – *CAS*.

Definition 2.3. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then the *j*-fuzzy sets in *U*

is the set of ordered pairs:

*A*e*j* = ÿ*x*; l *j* (*x*) *x* ∈ *U*}; ∀*j* ∈ {*r*; *l*; *i*; *u*}.

*A*

Example 2.4. According to [Example 2.3](#_bookmark2), consider the subset *A* = {*b*; *c*; *d*}. Then we get

*A*e = (*a*; 0); *b*; 1 ; (*c*; 1); (*d*; 1) ; *A*e = (*a*; 0); (*b*; 1); *c*; 2 ; *d*; 2 ;

*r*

2

*l*

3

3

*A*e = (*a*; 0); *b*; 1 ; *c*; 2 ; *d*; 2 ; and *A*e = {(*a*; 0); (*b*; 1); (*c*; 1); (*d*; 1)}.

*u*

2

3

3

*i*

1. Near rough concepts in the generalized covering approximation space 5*n CAS*

The main goal of this section is to introduce one of the important topological applications which are named ‘‘near concepts’’ in 5*n* – *CAS*. Moreover, we intro- duce the new concepts ‘‘*j*-near approximations’’ (resp. *j*-near boundary regions and *j*-near accuracy measures) to generalize the *j*-approximations (resp. *j*- boundary regions and *j*-accuracy measures). In addition, we introduce near exact- ness and near roughness by applying near concepts to make more accuracy for definability of sets in 5*n* – *CAS*.

Definition 3.1. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Thus we define ‘‘near rough’’ sets in *U* as follows: For each *j* ∈ {*r*; *l*; *i*; *u*}, the subset *A* is called

* 1. *j*-Pre rough set (briefly *p* ) if *A* C 1 1 (*A*) .

*j ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAACCAYAAABCOhwFAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAF0lEQVQImWNkYGD4z0BDwERLwxkYGBgAv4gBAyxyCIIAAAAASUVORK5CYII=)j*ÿ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAABCAYAAAArbAWVAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAEElEQVQImWNkYGD4z0BjAABhaQEBHmPYwwAAAABJRU5ErkJggg==)*j*

*j ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAABCAYAAAArbAWVAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAEElEQVQImWNkYGD4z0BjAABhaQEBHmPYwwAAAABJRU5ErkJggg==)j*ÿ *j*

* 1. *j*-Semi rough set (briefly *s* ) if *A* C 1 1 (*A*) .
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* 1. c*j*-rough set if *A* C 1*j* 1*j* ∪ 1*j* 1*j*(*A*) .

The above sets are called ‘‘*j*-near rough sets’’ and the families of *j*-near rough sets of *U* denotes by *Kj*(*U*), for each *K* ∈ {*P*; *S*; c}.

Remark 3.1. The family of *j*-pre rough sets and the family of *j*-semi rough sets are not comparable as the following example illustrates.

Example 3.1. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, where *U* = {*a*; *b*; *c*; *d*} and

1= {(*a*; *a*); (*a*; *b*);(*b*; *a*); (*b*; *b*); (*c*; *a*); (*c*; *b*); (*c*; *c*); (*c*; *d*); (*d*; *d*)}.

We will show the above remark in case of *j* = *r* and the other cases similarly as follows:

*Nr*(*a*) = {*a*; *b*} = *Nr*(*b*); *Nr*(*c*) = *U*; *Nr*(*d*) = {*d*}.

Thus, we compute the *j*-near rough sets for *j* = *r* as follows:

The family of *r*-pre rough sets is: *Pr*(*U*) = {*U*; Ø; {*a*}; {*b*}; {*d*}; {*a*; *b*}; {*a*; *d*};

{*b*; *d*}; {*a*; *b*; *d*}; {*a*; *c*; *d*}; {*b*; *c*; *d*}}.

The family of *r*-semi rough sets is: *Sr*(*U*) = {*U*; Ø; {*d*}; {*a*; *b*}; {*c*; *d*};

{*a*; *b*; *c*}; {*a*; *b*; *d*}}.

The main goal of the following definitions is to introduce the new approxima- tion operators (*j*-near approximations) which modify and generalize the *j*- approximations.

Definition 3.2. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then we define the *j*-near approximations of any subset *A* as follows: For each *j* ∈ {*r*; *l*; *i*; *u*}

1. The *j*-pre lower and the *j*-pre upper approximations of *A* are defined respec- tively by

1*p*(*A*) = *x* ∈ *A*|*Nj*(*x*) C 1*j*(*A*)} and 1*p*(*A*)= *A* ∪ {*x* ∈ *Ac*|*Nj*(*x*)∩ 1*j*(*A*) – Ø}

*j*

*j*

1. The *j*-semi lower and the *j*-semi upper approximations of *A* are defined respectively by

1*s*(*A*)= *x* ∈ *A* *Nj*(*x*)∩ 1*j*(*A*) – Ø} and 1*s*(*A*)= *A* ∪ *x* ∈ 1*j*(*A*) *Nj*(*x*) C 1*j*(*A*)}

*j*

*j*

1. The c*j*-lower and the c*j*-upper approximations of *A* are defined respectively by

1c(*A*)= 1*p*(*A*)∪ 1*s*(*A*) and 1c(*A*)= 1*p*(*A*)∩ 1*s*(*A*)

* 1. *j j j j j*

Definition 3.3. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then we define the *j*-near boundary, *j*-near positive and *j*-near negative regions of *A* are defined respectively as follows:

∀*j* ∈ {*r*; *l*; *i*; *u*}; *k* ∈ {*p*; *s*; c} : *Bk*(*A*)= 1*k*(*A*)— 1*k*(*A*); *POSk*(*A*)

*j j j j*

= 1*k*(*A*) and *NEGk*(*A*)= *U* — 1*k*(*A*).

*j j j*

Definition 3.4. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then, for each *j* ∈ {*r*; *l*; *i*; *u*}; *k* ∈ {*p*; *s*; c}, the *j*-near accuracy of the *j*-near approximations of *A* C *U* is defined by

1*k*(*A*)

*j*

* 1. *k k*

*j*  1*k*(*A*) *j*  *j*

d (*A*)= ; where 1 (*A*) – 0. Obviously 0 6 d (*A*) 6 1.

*j*

Definition 3.5. Let ⟨*U*; 1; C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then, for each

*j* ∈ {*r*; *l*; *i*; *u*}; *k* ∈ {*p*; *s*; c}, the subset *A* is called ‘‘*j*-near definable (briefly *kj*-

exact) set’’ if 1*k*(*A*) = 1*k*(*A*)= *A*. Otherwise, it is called *j*-near rough (briefly

*j j*

*kj*-rough). It is clear that *A* is *kj*-exact if d*k*(*A*) = 1 and *Bk*(*A*) = Ø. Otherwise, it

*j j*

is *kj*-rough.

Remark 3.2. In the 5*n* – *CAS*; ⟨*U*; 1; C*n*⟩, we can compute the *j*-near approxima- tions of any subset *A* C *U*, directly by using the *j*-approximations, as the following lemma illustrates.

Lemma 3.1. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then, for each j* ∈ {*r*; *l*; *i*; *u*}*:*

(i) 1 (*A*)= *A* ∩ 1 1 (*A*)

*p j*

*j j*

(iii) 1 (*A*)= *A* ∩ 1 1 (*A*)

*s*

*j*

ÿ

*j*

ÿ

*j*

(ii) 1 (*A*)= *A* ∪ 1 1 (*A*)

*p j*

*j j*

(iv) 1 (*A*)= *A* ∪ 1 1

*s*

*j*

ÿ

*j j*

ÿ

(*A*)

Proof. From [Definition 3.2](#_bookmark3), the proof is obvious.

Lemma 3.2. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then, for each j* ∈ {*r*; *l*; *i*; *u*}; *k* ∈ {*p*; *s*; c} *:*

*The subset A is kj-rough set if A* = 1*k*(*A*)*.*

*j*

*The following proposition introduces the fundamental properties of the j-near approximations.*

Proposition 3.1. *Let* ⟨*U*; 1; C*n*⟩ *be a* 5*n* – *CAS, and A*; *B* C *U. Then,*

∀*j* ∈ {*r*; *l*; *i*; *u*}; *k* ∈ {*p*; *s*; c} *:*

(1) 1*k*(*A*) C *A* C 1*k*(*A*)

*j*

*j*

(7) 1*k*(*A* ∪ *B*) ≥ 1*k*(*A*) ∪ 1*k*(*B*).

*j*

*j*

*j*

(2) 1*k*(*U*) = 1*k*(*U*)= *U and*

*j*

*j*

(8) 1*k*(*A* ∪ *B*)≥ 1*k*(*A*)∪ 1*k*(*B*).

*j*

*j*

1*k*(Ø) = 1*k*(Ø) = Ø.

*j*

*j*

*k*

(9) 1*j* (*A*) = 1*j* (*A* ) *and* 1*j* (*A*)= 1*j* (*A* ) ;

(3) *If A* C *B then* 1*k*(*A*) C 1*k*(*B*).

*j*

*j*

*where Ac is the complement of A*.

h i

*j*

*c*

*k c*

*k*

h i

*c*

*k*

*c*

(4) *If A* C *B then* 1*k*(*A*) C 1*k*(*B*).

*j*

*j*

(10) 1 *R* (*A*) = 1 (*A*).

*k k*

*j j*

(5) 1*k*(*A* ∩ *B*) C 1*k*(*A*) ∩ 1*k*(*B*).

*j*

*j*

*j*

(11) 1*j* 1*j* (*A*) = 1*j* (*A*).

*k k*

*k*

(6) 1*k*(*A* ∩ *B*) C 1*k*(*A*)∩ 1*k*(*B*).

*j*

*j*

*j*

*j*

*k*

Proof. Firstly, the proof of (1), (2), (10) and (11) is obvious directly from [Definition 3.2](#_bookmark3).

Now, we will prove the left properties for case *k* = *p* and the other cases similarly.

(3) If *A* C *B* then 1*p*(*A*)= *x* ∈ *A*|*Nj*(*x*) C 1*j*(*A*)} C *x* ∈ *B*|*Nj*(*x*) C 1*j*(*B*)}

*j*

= 1*p*(*B*).

*j*

The proof of (4)–(8), by similar way as (3).

(9) From Lemma 3.1, we get

1*p*(*Ac* *c*  *A* ∩ 1 ÿ1 (*A*) *c* = *Ac* ∪ 1 ÿ1 (*A*) *c* = *Ac* ∪ 1 ÿ1 (*A*) = 1*p*(*A*).

*j*

)

=

*j*

*j*

*j*

*j*

*j*

*j*

*j*

Similarly, 1*p*(*A*)= 1*p*(*Ac*) *c*. h

The following results introduce the relationships between the *j*-approximations and the *j*-near approximations. Moreover, these results show the importance of applying near concepts in 5*n* – *CAS*.

*j*

*j*

Theorem 3.1. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then,*

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c} *:*

1*j*(*A*) C 1*k*(*A*) C *A* C 1*k*(*A*) C 1*j*(*A*)

*j j*

Proof. We will prove the proposition in case of *k* = *p* and the other cases similarly:

Let *x* ∈ 1*j*(*A*), then *x* ∈ *A* such that *Nj*(*x*) C *A*. Thus *x* ∈ *A* such that

*Nj*(*x*) C 1*j*(*A*) and this implies *x* ∈ 1*p*(*A*). By duality, we get 1*p*(*A*) C 1*j*(*A*).

*j j*

Corollary 3.1. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then*

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c}*:*

(1) *Bk*(*A*) C *Bj*(*A*).

*j*

(2) d*j*(*A*) 6 d*k*(*A*).

*j*

Remark 3.3. The main goals of the following example are:

1. The converse of the above results is not true in general.
2. Using near concepts in rough context is very useful for removing the vague- ness of sets and accordingly, these approaches is very useful in decision making.
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1= {(*a*, *a*), (*a*, *b*),(*b*, *a*), (*b*, *b*), (*c*, *a*), (*c*, *b*), (*c*, *c*), (*c*, *d*), (*d*, *d*)}.

Thus, we get *Nr*(*a*) = {*a*, *b*} = *Nr*(*b*), *Nr*(*c*) = *U*, *Nr*(*d*) = {*d*}.

By using Definitions 3.2 and 3.4, the following table gives comparisons between

the *j*-accuracy of approximations and the *kj*-accuracy of approximations of the all subsets of *U*, where *j* = *r*, ∀*k* ∈ {*p*, *s*, c} :

From [Table 3.1](#_bookmark5), we notice that:

* 1. Using c*r* in constructing the approximations of sets is more accurate than

others types, since for any subset *A* C *U* , d*r*(*A*) 6 dc(*A*) and

*r*

d*k*(*A*) 6 dc(*A*), ∀*k* ∈ {*p*, *s*}

*r r* . Thus, these approaches will helps to extract and

discovery the hidden information in data that collected from real-life appli-

cations. For example, all shaded sets in [Table 3.1](#_bookmark5).

* 1. Every *r*-exact set is *r*-near exact, but the converse is not true. For example, shaded sets in [Table 3.1](#_bookmark5).

Remark 3.4. The following result is very interesting because it is prove that the *j*- near approaches are more accurate than the *j*-approaches. Moreover, it is illus- trates the importance of *j*-near concepts in exactness of sets.

Proposition 3.2. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then*

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c}*, the following is true in general: If A is j-exact set, then it is kj-exact.*

Table 3.1 Comparisons between the *j*-accuracy and the *kj*-accuracy of approximations of the all subsets of *U*.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Proof. If *A* is *j*-exact set, then *Bj*(*A*) = Ø. Thus, by Corollary 3.1, *Bk*(*A*) = Ø and

*j*

accordingly *A* is *kj*-exact.

The converse of the above proposition is not true in general as Example 3.2 illustrates.

The main goal of the following results is to introduce the relationships between different types of *j*-near approximations, *j*-near boundary, *j*-near accuracy and *j*- near exactness respectively.

Proposition 3.3. *Let* ⟨*U*, 1, C*n*⟩ *be* 5*n* – *CAS and A* C *U. Then,* ∀*j* ∈ {*r*, *l*, *i*, *u*}*, the following statements are true in general:*

(i) 1*p*(*A*) C 1c(*A*).

*j*

*j*

(iii) 1c(*A*) C 1*p*(*A*).

*j*

*j*

(ii) 1*s*(*A*) C 1c(*A*).

*j*

*j*

(iv) 1c(*A*) C 1*s*(*A*).

*j*

*j*

Proof. By using Lemmas 3.1 and 3.2, the proof is obvious.

Corollary 3.2. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then* ∀*j* ∈ {*r*, *l*, *i*, *u*}*, the following statements are true in general:*

(i) d*p*(*A*) 6 dc(*A*).

*j*

*j*

(iii) *B*c(*A*) C *Bp*(*A*).

*j*

*j*

(ii) d*S*(*A*) 6 dc(*A*).

*j*

*j*

(iv) *B*c(*A*) C *Bs*(*A*).

*j*

*j*

Corollary 3.3. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then* ∀*j* ∈ {*r*, *l*, *i*, *u*}*, the following statements are true in general:*

(i) *A is pj* -*exact* ⇒ *A is* c*j* -*exact*. (ii) *A is sj*-*exact* ⇒ *A is* c*j* -*exact*.

Remark 3.5.

1. The converse of the above results is not true in general as the following exam- ple illustrates.

1. ∀*j* ∈ {*r*, *l*, *i*, *u*}, dc(*A*) = *max* d*p*(*A*), d*S*(*A*) , where *max* represents the maxi-

*j*

mum of two quantities.

*j*

*j*

Example 3.3. According to [Example 3.2](#_bookmark4), it is clear that *A* is c*r*-exact but it is not *sr*- exact. In addition, the subset *B* is c*r*-exact but it is not *pr*-exact.

The relationships between different types of *j*-near approximations (for each *j* ∈ {*r*, *l*, *i*, *u*}) are not comparable (no it is not like to the *j*-approximations as in [[6]](#_bookmark11)) as the following remark illustrates.

Remark 3.6. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then ∀*k* ∈ {*p*, *s*, c}, the fol- lowing statements are not true in general:

(i) 1*k*(*A*) C 1*k*(*A*) C 1*k*(*A*).

*u*

*r*

*i*

(iii) 1*k*(*A*) C 1*k*(*A*) C 1*k*(*A*).

*i*

*r*

*u*

(ii) 1*k*(*A*) C 1*k*(*A*) C 1*k*(*A*).

*u*

*l*

*i*

(iv) 1*k*(*A*) C 1*k*(*A*) C 1*k*(*A*).

*i*

*l*

*u*

The following example illustrates this remark.

Example 3.4. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, where *U* = {*a*, *b*, *c*, *d*} and

1= {(*a*, *a*), (*b*, *b*), (*b*, *a*), (*c*, *a*), (*c*, *d*), (*d*, *a*), (*d*, *c*), (*d*, *a*)}.

Now suppose that *A* = {*b*}, *B* = {*a*, *d*} and *C* = {*a*, *c*}. Thus, we get 1*p*(*A*) = Ø, but 1*p*(*A*) = *A* and 1*p*(*B*) = {*d*}, but 1*p*(*B*) = {*a*, *d*}. In addition, we have

*r*

*u l u*

1*s*(*C*) = {*a*}, but 1*s*(*C*) = *A*.

*i r*

1. *j*-near rough membership relations, *j*-near rough membership functions and *j*-near fuzzy sets in 5*n CAS*

By considering *j*-near concepts, the new concepts ‘‘*j*-near rough membership rela- tions’’ (resp. ‘‘*j*-near rough membership functions’’) are provided to modify and generalize the *j*-membership relations (resp. *j*-membership functions) in 5*n* – *CAS*. The near rough membership functions are considered as easy tools to classify the sets and help for measuring near exactness and near roughness of sets. The existence of near rough membership functions made us introduce the concept of near fuzzy sets.

Definition 4.1. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c}, we say:

* 1. *x* is ‘‘*j*-near surely’’ (briefly *kj*-surely) belongs to *A*, written *x* ∈*k A*, if

*j*

*x* ∈ 1*k*(*A*).

*j*

* 1. *x* is ‘‘*j*-near possibly’’ (briefly *kj*-possibly) belongs to *X*, written *x* ∈¯*k A*, if

*j*

*j*

*x* ∈ 1*k*(*A*).

Lemma 4.1. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Thus*

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c}*, the following statements are true in general:*

(i) *If x* ∈*k A implies to x* ∈ *A.*

*j*

(ii) *If x* ∈ *A implies to x* ∈¯*j A.*

Proof. Straightforward.

The converse of the above lemma is not true in general, as the following exam- ple illustrates:

Example 4.1. Consider *U* = {*a*, *b*, *c*, *d*} and 1= {(*a*, *a*), (*b*, *b*), (*b*, *a*), (*c*, *a*), (*c*, *d*), (*d*, *a*), (*d*, *c*), (*d*, *a*)}.

Thus, we get *Nr*(*a*) = {*a*}, *Nr*(*b*) = {*a*, *b*}, *Nr*(*c*) = {*a*, *c*, *d*}, *Nr*(*d*) = {*d*}.

We will show the above remark in case of (*j* = *r* and *k* = *p*) and the other cases similarly:

Suppose that *A* = {*b*, *d*}, then we get 1*p*(*A*) = {*d*} and 1*p*(*A*)= {*b*, *c*, *d*}.

*r r*

Clearly *d* ∈ *A* but *d* R*p A* and *c* ∈¯*p A* but *c* R *A*.

*r r*

Remark 4.1. We can redefine the *j*-near approximations by using ∈*k* and ∈¯*k* as

*j j*

follows:

For any *A*, *B* C *U* : 1*k*(*A*) = n*x* ∈ *U* *x* ∈*k A*o and 1*k*(*A*)= n*x* ∈ *U* *x* ∈¯*k A*o.

*j*

*j*

*j*

*j*

The following proposition is very interesting since it is give the relationships between the *j*-rough membership relations and *j*-near rough membership relations. Accordingly, we will show the importance of using these different types of *j*-near rough membership relations.

Proposition 4.1. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A* C *U. Then*

∀*j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c}*, the following statements are true in general:*

(i) *x* ∈*j A* ⇒ *x* ∈*k A*.

*j*

(ii) *x* ∈¯*k A* ⇒ *x* ∈*j A*.

*j*

Proof. We will prove first statement and the other similarly:

(*i*) *x* ∈*j A* ⇒ *x* ∈ 1*j*(*A*) ⇒ *x* ∈ 1*k*(*A*) ⇒ *x* ∈*k A*.

*j j*

The converse of the above proposition is not true in general as the following example illustrates.

Example 4.2. Let *U* = {*a*, *b*, *c*, *d*} and

1= {(*a*, *a*), (*b*, *b*), (*b*, *a*), (*c*, *a*), (*c*, *d*), (*d*, *a*), (*d*, *c*), (*d*, *a*)}.

We will show the above remark in case of (*j* = *r* and *k* = *s*) and the other cases similarly:

Suppose that *A* = {*a*, *c*} and *B* = {*b*, *d*}, then we get 1*r*(*A*) = {*a*} and

1*s*(*A*) = {*a*, *c*}.

*r*

Clearly *c* ∈*s A*, but *c* R*r A* although *c* ∈ *A*.

*r*

Also 1*r*(*B*)= {*b*, *c*, *d*} and 1*s*(*B*)= {*b*, *d*}. Clearly *c* ¯R*s B*, but *c* ∈¯*r B* although

*r r*

*c* R *B*.

Definition 4.2. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Thus we can define the *j*- near rough membership functions for 5*n* – *CAS* as follows: For each *j* ∈ {*r*, *l*, *i*, *u*}, *k* ∈ {*p*, *s*, c} and *x* ∈ *U*, the *j*-near rough membership functions on *U* for subset *A* are l*kj* : *U* → [0, 1], where

*A*

l*A* (*x*) = *kj*

: *min* W (*x*) Otherwise.

*kj*

*A*

8< 1 if 1 ∈ W*kj* (*x*).

*A*

and W*kj* (*x*) = |*kj* (*x*)∩*A*| such that *k* (*x*) is a *j*-near rough set in that contains *x*.

*A* |*kj* (*x*)| *j*

The following result is very interesting since it gives the relation between the rough *j*-membership functions and *j*-near rough membership functions. Moreover, it illustrates the importance of *j*-near rough membership functions.

Lemma 4.2. *Let* ⟨*U*, 1, C*n*⟩ *be a* 5*n* – *CAS, and A*, *B* C *U. Then, for each j* ∈ {*r*, *l*, *i*, *u*} *and k* ∈ {*p*, *s*, c}*, the following is true in general:*

(i) l (*x*) = 1 ⇒ l (*x*) = 1, ∀*x* ∈ *U*.

*j*

*k*

*j*

*j*

*k*

*A*

(ii) l (*x*) = 0 ⇒ l (*x*) = 0, ∀*x* ∈ *U*.

*j*

*A*

*A*

*A*

Proof. (i) If l *j* (*x*) = 1, then *Nj*(*x*) C *A*, ∀*x* ∈ *U*. Thus *x* ∈ 1*j*(*A*) and this implies

*A*

*x* ∈ 1*k*(*A*) which is a *j*-near rough set contained in *A*. Accordingly,

*j*

l*kj* (*x*) = 1, ∀*x* ∈ *U*.

*A*

1. If l *j* (*x*) = 0, then *Nj*(*x*) ∩ *A* = Ø, ∀*x* ∈ *U*. But *Nj*(*x*) is a *j*-near rough set that contains *x*. h

*A*

*A A*

Accordingly 0 ∈ W*kj* (*x*) and this means that *min* W*kj* (*x*) = 0. Hence

l*kj* (*x*) = 0, ∀*x* ∈ *U*.

*A*

Remark 4.2.

1. According to the above results, we can prove that l*kj* is more accurate than

*A*

l *j*, this means that:

*A*

(1) If *x* ∈ *A* ⇒ l *j* (*x*) 6 l*kj* (*x*). (2) If *x* R *A* ⇒ l*kj* (*x*) 6 l *j* (*x*).

*A A A A*

1. The converse of Lemma 4.2 is not true in general. The following example illustrates [Remarks 4.2](#_bookmark6).

Example 4.3. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, where *U* = {*a*, *b*, *c*, *d*} and

1= {(*a*, *a*), (*a*, *b*), (*b*, *a*), (*b*, *b*), (*c*, *a*), (*c*, *b*), (*c*, *c*), (*c*, *d*), (*d*, *d*)}.

We will show the above result in case of *j* = *r* and *k* = *s* the other cases similarly as follows:

First we have *Nr*(*a*) = {*a*, *b*} = *Nr*(*b*), *Nr*(*c*) = *U*, *Nr*(*d*) = {*d*}. Thus we can get. The family of all *r*-semi rough sets is:

*Sr*(*U*) = {*U*, Ø, {*a*}, {*d*}, {*a*, *b*}, {*a*, *d*}, {*a*, *c*}, {*c*, *d*}, {*a*, *b*, *c*}, {*a*, *b*, *d*}, {*a*, *c*, *d*}}.

Now consider the subset *A* = {*a*, *c*}, then the *r*-rough membership functions of

*A*, *x* ∈ *U* are

l*r* (*a*) = |{*a*}∩*A*| = 1.

*A*

|{*a*}|

l*r* (*c*) = |{*a*,*c*,*d*}∩*A*| = 2.

*A*

|{*a*,*c*,*d*| 3

l*r* (*b*) = |{*a*,*b*}∩*A*| = 1.

*A*

|{*a*,*b*}| 2

l*r* (*d*) = |{*d*}∩*A*| = 0.

*A*

|{*d*}|

But the *r*-semi rough membership functions of *A*, *x* ∈ *U* are

W*sr* (*a*) = |{*a*}∩ *A*| = 1, |{*a*, *b*}∩ *A*| = 1 , .. . ⇒ l*sr* (*a*) = 1.

*A*

|{*a*}|

|{*a*, *b*}|

2

*A*

W*sr* (*b*) = |{*a*, *b*}∩ *A*| = 1 ,

|{*a*, *b*, *c*}∩ *A*| 2

= ,

|{*a*, *b*, *d*}∩ *A*| = 1 ⇒ l*sr* (*b*)

*A*

1

= 3 .

|{*a*, *b*}|

2 |{*a*, *b*, *c*}|

3 |{*a*, *b*, *d*}| 3 *A*

W*sr* (*c*) = |{*a*, *c*}∩ *A*| = 1,

*A*

|{*a*, *c*}|

|{*c*, *d*}∩ *A*| = 1 , .. . ⇒ l*sr* (*c*) = 1.

W*sr* (*d*) = |{*d*}∩ *A*| = 0, |{*a*, *d*}∩ *A*| = 1 , .. . ⇒ l*sr* (*a*) = 0.

|{*c*, *d*}|

2

*A*

*A*

|{*d*}|

|{*a*, *d*}|

2

*A*

The *j*-near rough membership functions l*kj* allow us to define twelve different types of fuzzy sets in 5*n* – *CAS* as the following definition illustrates.

*A*

Definition 4.3. Let ⟨*U*, 1, C*n*⟩ be a 5*n* – *CAS*, and *A* C *U*. Then for each

*j* ∈ {*r*, *l*, *i*, *u*} and *k* ∈ {*p*, *s*, c}, the *j*-near fuzzy set in *U* is a set of ordered pairs:

*k kj*

e

*Aj* = {(*x*, l*A* (*x*))|*x* ∈ *U*}.

Example 4.4. According to [Example 4.3](#_bookmark6), the *r*-semi fuzzy set of a subset

*A* = {*a*, *c*} is

*A*e*s* = (*a*, 1), *b*, 1 , (*c*, 1), (*d*, 0) .

*r*

3

But the *r*-fuzzy set of a subset *A* = {*a*, *c*} is *A*e*r* = (*a*, 1), ÿ*b*, 1 , ÿ*c*, 2 , (*d*, 0)}.

2

3

1. Illustrative examples

The main goal of this section is to introduce two practical examples in order to illustrate the importance of applying near concept in rough context. In the first example we use an equivalence relation that induced from an information system and hence we compare between our approaches and Pawlak approach. In the sec- ond example, we apply our approaches in a multi-valued information system (MVIS) [[14]](#_bookmark14). This type of information system is generalization to information sys- tem which uses an arbitrary binary relation and thus Pawlak approach does not fit in this type. Lin [[10]](#_bookmark12) introduced general rough membership function depending on an arbitrary binary relation, these rough membership function coincide with our *j*- rough membership function in the case of *j* = *r* only. But, the other types *j* of our *j*- rough membership functions are more accurate than *j* = *r*, so we can see that our approaches are the appropriate tools for these types and very useful in information analysis. Finally, in the second example we introduce a comparison between our approaches and Lin method.

Example 5.1. Consider the following information system as in [Table 5.1](#_bookmark8) that represents the data about 6 students, as shown below.

From [Table 5.1](#_bookmark8), we have.

The set of universe: *U* = {1, 2, 3, 4, 5, 6},

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

The set of attributes: *AT* = {Analysis, Algebra, Statistics} =

Table 5.1 Information system.

*C* ∪ {Decision} = *D*,

The sets of values: *V*Analysis = {Bad, Good}, *V*Algebra = {Bad, Good},

*V*Statistics = {Bad, Medium, Good} and *V*Decision = {Accept, Reject}.

But we take the set of condition attributes, *C* = {Analysis, Algebra, Statistics}.

Thus we have: *U*/*C* = {{1}, {2, 5}, {3}, {4}, {6}} and the set of *r*-pre rough set

is

*Pr*(*U*) = 9(*U*) (*set of all subsets in U*).

Suppose that *X*(Decision : Accept) = {1, 2, 3, 6}. Thus we compute the rough membership function with respect to Pawlak [[13,14]](#_bookmark15) and with respect to our approaches as follows:

Pawlak Definition [[13,14]](#_bookmark15) (rough membership function):

For *x* = 1, then l*C*(1) = |{1}∩*X*| = 1.

*X*

|{1}|

For *x* = 3, then l*C*(3) = |{3}∩*X*| = 1.

*X*

|{3}|

For *x* = 2, then l*C*(2) = |{2,5}∩*X*| = 1.

*X*

|{2,5}| 2

For *x* = 6, then l*C*(6) = |{6}∩*X*| = 1.

*X*

|{6}|

Our Definition (*r*-pre rough membership function):

W*pr* (1) = |{1}∩ *A*| = 1, |{1, 2}∩ *A*| = 1, .. . ⇒ l*pr* (1) = 1,

*X*

|{1}|

|{1, 2}|

*X*

W*pr* (2) = |{2}∩ *A*| = 1, |{2, 6}∩ *A*| = 1, .. . ⇒ l*pr* (2) = 1,

*X*

|{2}|

|{2, 6}|

*X*

W*pr* (3) = |{3}∩ *A*| = 1, |{3, 5}∩ *A*| = 1 , .. . ⇒ l*pr* (3) = 1 and

*X*

|{3}|

|{3, 5}|

2

*X*

W*pr* (6) = |{6}∩ *A*| = 1, |{6, 5}∩ *A*| = 1 , .. . ⇒ l*pr* (6) = 1.

*X*

|{6}|

|{6, 5}|

2

*X*

Moreover, for some elements that has decision (Reject) such that 5 we get:

In Pawlak: l*C*(5) = |{2,5}∩*X*| = 1, that is 5 may be belongs to the set

*X*

*X*(Decision : Accept),

|{2,5}| 2

*X* = {1, 2, 3, 6} and this contradicts to [Table 5.1](#_bookmark8).

But in our definition: we have

W*pr* (5)= n|{5}∩*A*| = 0,

*X*

|{5}|

|{5,6}∩*A*| = 1 , .. .o ⇒ l*pr* (5) = 0.

This means that 5 does not belongs to the set *X*(Decision : Accept) = {1, 2, 3, 6} which is coincide with [Table 5.1](#_bookmark8). Hence, our approaches are more accurate than Pawlak definition.

|{5,6}|

2

*X*

Example 5.2. Consider the following multi-valued information system (MVIS) as in [Table 5.2](#_bookmark9). Suppose we are given data about 5 persons, as shown below.

Where 11 = Languages = {English, German, Arabic}, 12 = Sports =

{Handball, Basketball, Tennis} and 13 = Skills =

{Swimming, Running, Fishing} such that *x*1*ny*, ∀*n* = 1, 2, 3.

We will use the case of *j* = *r* and *k* = c as follows:

*a*11 = {*a*, *b*}, *b*11 = {*b*}, *c*11 = {*b*, *c*, *d*}, *d*11 = {*d*}, *e*11 = {*d*, *e*},

*a*12 = {*a*, *b*, *c*}, *b*12 = {*a*, *b*, *c*}, *c*12 = {*c*}, *d*12 = {*c*, *d*}, *e*12 = {*e*} and

*a*13 = {*a*, *b*}, *b*13 = {*a*, *b*}, *c*13 = {*c*, *d*}, *d*13 = {*d*}, *e*13 = {*d*, *e*}.

In order to represent the set of all condition attributes, we generate the following

T

relation from all above relations as follows: *x*1= 3

*n*=1

*a*1= {*a*, *b*}, *b*1= {*b*}, *c*1= {*c*, *d*}, *d*1= {*d*}, *e*1= {*e*}.

*x*1*n*. Thus we get

![](data:image/png;base64,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)Clearly, this relation is symmetry relation (reflexive and symmetric) but is not

transitive and thus it is not equivalence relation. Hence, Pawlak approach does not fit in this case, so we use Lin definition and our approaches as follows:

Table 5.2 Multi-valued information system (MVIS).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Suppose that *X*(Decision : Accept) = {*a*, *c*, *d*}. Thus.

Lin Definition [[10]](#_bookmark12) (rough membership function):

For *x* = *a*, then l1(*b*) = |{*a*,*b*}∩*X*| = 1.

*X*

|{*a*,*b*}|

For *x* = *c*, then l1(*c*) = |{*c*,*d*}∩*X*| = 1.

*X*

|{*c*,*d*}| 2

For *x* = *d*, then l1(*d*) = |{*d*}∩*X*| = 1.

*X*

|{*d*}|

Our approaches (5*n* – *CAS*):

First, the relation 1 is 1= {(*a*, *a*), (*a*, *b*), (*b*, *b*), (*c*, *c*), (*c*, *d*), (*d*, *d*), (*e*, *e*)}.

Thus we get.

The *r*-neighborhoods of all elements are: *Nr*(*a*) = {*a*, *b*}, *Nr*(*b*) = {*b*},

*Nr*(*c*) = {*c*, *d*}, *Nr*(*d*) = {*d*}, *Nr*(*e*) = {*e*}.

The *l*-neighborhoods of all elements are: *Nl*(*a*) = {*a*}, *Nl*(*b*) = {*a*, *b*},

*Nl*(*c*) = {*c*}, *Nl*(*d*) = {*c*, *d*}, *Nl*(*e*) = {*e*}.

The *i*-neighborhoods of all elements are: *Ni*(*a*) = {*a*}, *Ni*(*b*) = {*b*}, *Ni*(*c*) = {*c*},

*Ni*(*d*) = {*d*}, *Ni*(*e*) = {*e*}.

1. *r*-rough membership function:

For *x* = *a*, then l*r* (*a*) = |{*a*,*b*}∩*X*| = 1.

*X*

|{*a*,*b*}|

For *x* = *c*, then l*r* (*c*) = |{*c*,*d*}∩*X*| = 1.

*X*

|{*c*,*d*}| 2

For *x* = *d*, then l*r* (*d*) = |{*d*}∩*X*| = 1.

*X*

|{*d*}|

2. *l*-rough membership function:

For *x* = *a*, then l*l* (*a*) = |{*a*}∩*X*| = 1.

*X*

|{*a*}|

For *x* = *c*, then l*l* (*c*) = |{*c*}∩*X*| = 1.

*X*

|{*c*}|

For *x* = *d*, then l*l* (*d*) = |{*c*,*d*}∩*X*| = 1.

*X*

|{*c*,*d*}|

3. *i*-rough membership function:

For *x* = *a*, then l*i* (*a*) = |{*a*}∩*X*| = 1.

*X* |{*a*}|

For *x* = *c*, then l*i* (*c*) = |{*c*}∩*X*| = 1.

*X* |{*c*}|

For *x* = *d*, then l*i* (*d*) = |{*d*}∩*X*| = 1.

*X* |{*d*}|

It is clear that Lin rough membership function is the same as *r*-rough member- ship function. Moreover, our approaches *l*-rough (resp. *i*-rough) membership function is more accurate than *r*-rough membership function and Lin rough mem- bership function. Finally, we can also apply *j*-near rough membership function as in [Example 5.1](#_bookmark7).

1. Conclusions and future works

In this work, we introduced one of an important topological application that named ‘‘near concepts’’ in rough context. Accordingly, different types of approx- imations (resp. rough membership relations and functions) were provided to be easy mathematical tools to classify the sets and help for measuring exactness and roughness of sets. These tools are more accurate than other types that were defined by others authors. Consequently, our approaches are very interesting in decision making. We believe that these structures are useful in the applications and thus these techniques open the way for more topological applications in rough context and help in formalizing many applications from real-life data. In our future works, we will apply the suggested methods in this paper in real life appli- cations and problems.
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