![](data:image/png;base64,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)![](data:image/png;base64,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)Available online at [www.sciencedirect.com](http://www.sciencedirect.com/)

[Electronic Notes in Theoretical Computer Science 348 (2020) 125–145](https://doi.org/10.1016/j.entcs.2020.02.008)

[www.elsevier.com/locate/entcs](http://www.elsevier.com/locate/entcs)

Indexed and Fibred Structures for Hoare Logic

U. E. Wolter[1](#_bookmark0)

*Department of Informatics - University of Bergen - Bergen - Norway*

A. R. Martini [2](#_bookmark0)

*Av. Marechal Andrea 11/210 - Porto Alegre - Brazil*

E. H. H¨ausler[3](#_bookmark0)

*Departamento de Ciˆencia da Computa¸c˜ao - PUC-Rio - Rio de Janeiro - Brazil*

Abstract

Indexed and fibred categorical concepts are widely used in computer science as models of logical systems and type theories. Here we focus on Hoare logic and show that a comprehensive categorical analysis of its axiomatic semantics needs the languages of indexed category and fibred category theory. The structural features of the language are presented in an indexed setting, while the logical features of deduction are modeled in the fibred one. Especially, Hoare triples arise naturally as special arrows in a fibred category over a syntactic category of programs, while deduction in the Hoare calculus can be characterized categorically by the heuristic *deduction = generation of cartesian arrows + composition of arrows.*

*Keywords:* Hoare logic, weakest liberal precondition, indexed categories, institution, fibrations, Grothendieck construction

# Introduction

A logic for reasoning about programs has to rely on a logic for reasoning about states and other specific concepts, such as environments and memory locations. Besides that, everything has to fit compositionally in a way that deduction on properties on states can be directly used on deduction on statements that must be combined in order to derive properties on programs. Each constituent at the syntactic level
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of the language should correspond to a semantic concept and this correspondence has to preserve structure and logic.

It is known that functors naturally preserve the structure, but they do not have to preserve logic properties. Usually, if one wants to preserve logical properties, a certain notion of universality has to be used. A widely used concept for providing this notion of universality is the concept of *cartesian arrow*. Although cartesian arrows are embedded in the definition of fibred categories, any indexed category also provides these cartesian arrows as well, albeit with more structural information [[1,](#_bookmark10)[4](#_bookmark12)].

The interplay between fibred and indexed constructions, we will rely on in this paper, is quite well-known for the Category and the Logic community. Indexed families of sets (*{Ai}i∈I* ) and display mappings (*d* : *i∈I Ai → I*) can be considered as the motivating set-theoretical concepts for their categorical counterparts, indexed and fibred categories (fibrations), respectively. In set theory, these counterparts are logically equivalent, but fibred and indexed categories are formally equivalent only when they are taken from a 2-category point of view (see, for instance, [[13](#_bookmark22)]).

U

The aim of the paper is neither to replace traditional set-theoretical descriptions of logics by a corresponding categorical generalization nor to coin an axiomatization of just another abstract categorical framework for logics in the line of (partial) hyperdoctrines [[8](#_bookmark17)], institutions [[6](#_bookmark15)], and context institutions [[11](#_bookmark20)]. Our aim is, in contrast, to demonstrate how indexed and fibred structures can be used, in a flexible and creative way, to model and reason about logical systems and to present how the syntactic and the semantic constituents of logical systems interplay with each other.

Hoare logic [[7](#_bookmark16)] is presented in the literature in quite diverse ways. The weakest liberal precondition [[3](#_bookmark13)], for example, can be defined in a semantic way by predicate transformers or in a syntactic way. The semantics of programs can be defined by partial state transition functions or by predicate transformers. As the *main result* of the paper we show how all these diverse and divergent features of Hoare logic can be described in a smooth, systematic and uniform way using the language of indexed categories and the language of fibred categories. Our analysis shows that a highly appropriate way to deal with axiomatic semantics, at least in the format of Hoare logic, is to use both categorical tools in a way that the structural features of the language are presented in an indexed setting and the features of deduction in the fibred one. This underlines, especially, that a good understanding of the correlations between indexed and fibred concepts can be very helpful in order to present, analyze and use these logics in an appropriate way.

The paper is organized as follows. To provide a unified and common ground for our categorical analysis we recapitulate, first, in Section [2](#_bookmark1) basic concepts and constructions from domain theory, the **IMP** language, and Hoare Logic. We also provide a list with the essential categories used throughout the text. Section [3](#_bookmark5) analyzes the structural features of the Hoare logic by means of indexed concepts. Especially, we are concerned about a categorical account of the weakest liberal pre- condition. In Section [4](#_bookmark9) we transform, by means of the Grothendieck construction,

the indexed account into a fibred one and we discuss Hoare triples and Hoare deduc- tion calculus in the light of the corresponding fibred categories. We close the paper by a summary of the essential ideas treated in this discussion, that is to say, that the structural features of the language are presented in indexed categories while the features of deduction are in the fibred one.

# Preliminary Concepts

The material in this section is, for the most part, well-known and it is included here in order to fix notation and to improve readability of the paper.

* 1. *A Small Imperative Language*

The **IMP** language is a simple imperative language with only three data types. The set B = *{***true***,* **false***}* of boolean values, ranged over by metavariables *u, v, . . .* The set Z = *{..., −*2*,* 1*,* 0*,* 1*,* 2*,.. .}* of integer numbers, ranged over by metavari- ables *m, n, ...* The countably infinite set **Loc** of memory locations, ranged over by metavariables *x, y, . . .* We use the terms locations, variables and identifier in- terchangeably. Also, we consider programs that use a finite number of locations and we assume there are enough locations available for any program. The gram- mar for **IMP** comprises three syntactic categories. **AExp**, arithmetic expressions, ranged over by *a, aj,...* **BExp**, boolean expressions, ranged over by *b, bj,...* **Prg**, programs, ranged over by *c, cj,...* The following productions define the abstract syntax of **IMP** :

*a ∈* **AExp** ::= *n | x | a*0 + *a*1 *| a*0 *− a*1 *| a*0 *× a*1

*b ∈* **BExp** ::= *v | a*0 = *a*1 *| a*0 *≤ a*1 *| ¬b | b*0 *∨ b*1 *| b*0 *∧ b*1

*c ∈* **Prg** ::= **skip** *| x* := *a | c*0; *c*1 *|* **if** *b* **then** *c*0 **else** *c*1 **fi** *|* **while** *b* **do** *c* **od**

In order to evaluate an expression or to define the execution of a command, we need the notion of a *memory state*. A memory state *σ* is an element of the set Σ, which contains all functions from locations to integers: *σ ∈* Σ= (**Loc** *→* Z). Given a state *σ*, we denote by *σ*[*x '→ n*] the memory where the value of *x* is updated to *n*, i.e.,

*σ*[*x '→ n*](*y*)= *n* if *y* = *x*

*σ*(*y*) if *y /*= *x*

In order to define the denotational semantics of expressions and programs, we use the metalanguage of the lambda calculus enriched with boolean and arithmetic constants (operations). Besides lambda abstraction and function application, we have the conditional operator *t → t*0*, t*1, which returns *t*0 if *t* = *true* and *t*1, if *t* = *false*. The interpretation functions are defined by structural recursion over the

abstract syntax for expressions and programs. For any set *D*, we have the flat CPO

*D⊥* , *D ∪ {⊥}* (where *⊥ /∈ D*) such that *d ±D dj* iff *d* = *dj* or *d* = *⊥*. The element

*⊥*

*⊥D* represents undefinedness or a divergence in a computation. Given a function *f* : *D → E⊥*, we define its lifting *f∗* : *D⊥ → E⊥*, such that *f∗*(*d*)= *f* (*d*) for all *d ∈ D* and *f∗*(*⊥D*) = *⊥E*. Every function in (*D⊥ → E⊥*) and (*D → E⊥*) is continuous. We take for granted the standard denotation functions E[[*·*]] : **AExp** *→* Σ *→* Z and B[[*·*]] : **BExp** *→* Σ *→* B and assume they are defined elsewhere.

P[[*·*]] : **Prg** *→* Σ *→* Σ*⊥*

P[[*x* := *a*]] = *λσ. σ*[*x '→* E[[*a*]]*σ*]

P[[ **skip** ]] = *λσ. σ*

P[[*c*0; *c*1]] = *λσ.* (P[[*c*1]]*∗*(P[[*c*0]]*σ*)

P[[**if** *b* **then** *c*0 **else** *c*1 **fi**]] = *λσ.* B[[*b*]]*σ →* P[[*c*0]]*σ,* P[[*c*1]]*σ*

P[[**while** *b* **do** *c* **od**]] = *fix*(Γ*b,c*)= .

*b,c*

*⊥*

*n≥*0

Γ*n* (*⊥*Σ*→*Σ

)*,* where

Γ*b,c* : (Σ *→* Σ*⊥*) *→* (Σ *→* Σ*⊥*)= *λϕ. λσ.* B[[*b*]]*σ → ϕ∗*(P[[*c*]]*σ*)*,σ*

* 1. *Hoare Logic*

The central feature of Hoare logic are the *Hoare triples* or, as they are often called, *partial correctness assertions*. We use both expressions interchangeably. A triple describes how the execution of a piece of code changes the state of the computation. A Hoare triple is of the form *{P} c {Q}*, where *P, Q* are assertions in a specification language and *c ∈* **Prg** is a **IMP** program. *P* is called the precondition and *Q* the postcondition of the triple. An informal understanding about the meaning of a Hoare triple can be given as follows: *any terminating execution of c from a state satisfying P ends up in a state satisfying Q*.

Our specification logic is built of boolean expressions which are enriched with quantifiers and a countably infinite set of integer (logical) variables **IVar**. The ex- tended language of arithmetic expressions **AExpV** and the specification language of program assertions **Assn** are defined by the following abstract syntax, where *i, j,...* range over integer variables, *P, Q, R, ...* over program assertions, *aop ∈ {*+*, −, ×}*, *bop ∈ {∧, ∨, →}*.

*a ∈* **AExpV** ::= *n | x | i | a*0 *aop a*1

*P ∈* **Assn** ::= *a*0 *≤ a*1 *| a*0 = *a*1 *| ¬P | P*0 *bop P*1 *| ∀i. P | ∃i. P*

The set of free variables in arithmetic expressions is comprised by the integer variables that occur in it. Free variables in program assertions are comprised by all integer variables which are not in the scope of existential and universal quantifiers, as presented in any introduction to first order logic. Both sets of free variables (*FV* ) are easily defined by structural induction. For instance, *FV* (*x* = *i ∧ y* = *j*)= *{i, j}*

and *FV* (*∀i. ∀j.* (*i ≥* 0 *∧ j >* 0 *→ i* = *xb* + *y ∧* 0 *≤ y < j*)) = *∅*, assuming *x, y* are locations.

An environment for the (free) integer variables in an expression is a function *env* : **IVar** *→* Z. The set of all such enviroments is *Env* = (**IVar** *→* Z). The extended interpretation function E[[*·*]] : **AExpV** *→ Env →* Σ *→* Z receives now an additional argument. The definition is analogous to the case of arithmetic expressions **AExp**. The only interesting cases are E[[*i*]] *env σ* = *env*(*i*) and E[[*x*]] *env σ* = *σ*(*x*).

In order to define satisfaction and validity of Hoare triples, we need an analogous definition for program assertions, i.e., we have to define *σ |*=*env P* for every program assertion *P ∈* **Assn**, arbitrary environments *env* : **IVar** *→* Z and states *σ ∈* Σ*⊥*. The definition is standard and is done by structural induction on the structure of *P* as is usually done in logic. We assume that *⊥ |*=*env P* .

A program assertion *P* is valid in an environment *env* : **IVar** *→* Z, written

*|*=*env P* , iff *∀σ ∈* Σ*⊥. σ |*=*env P* . A program assertion *P* is called (arithmetic) *valid*, written *|*= *P* , iff *∀ env* : **IVar** *→* Z*. |*=*env P* . We say that *Q* is a logical consequence of *P* in an environment *env* : **IVar** *→* Z, written *P |*=*env Q*, iff

*∀σ ∈* Σ*⊥. σ |*=*env P → σ |*=*env Q*. Moreover, we say that *Q* is a logical consequence

of *P* , written *P |*= *Q* iff *∀σ ∈* Σ*⊥. ∀ env* : **IVar** *→* Z*. σ |*=*env P → σ |*=*env Q*.

A categorical treatment of Hoare Logic needs more precise definitions of Hoare Logic concepts. We say that a triple *{P} c {Q}* is true at a state *σ ∈* Σ*⊥* and in an *env* : **IVar** *→* Z, written *σ |*=*env {P} c {Q}* iff *σ |*=*env P* implies P[[*c*]]*∗σ |*= *Q*. The triple is valid in an environment *env* : **IVar** *→* Z, written *|*=*env {P} c {Q}* iff

*∀σ ∈* Σ*⊥. σ |*=*env {P} c {Q}*. Finally, a partial correctness assertion is (arithmetic)

*valid*, written *|*= *{P} c {Q}*, iff *∀ env* : **IVar** *→* Z*. |*=*env {P} c {Q}*.

Let *env* : **IVar** *→* Z be an environment and *P* an assertion. Then the *extension of the assertion P* w.r.t. *env*, written as *Penv* is defined as *Penv* , *{σ ∈* Σ*⊥ | σ |*=*env P}*. Then it follows that *P |*= *Q* iff *∀ env* : **IVar** *→* Z*. Penv ⊆ Qenv*. By the same token, we have *|*= *{P} c {Q}* iff *∀ env* : **IVar** *→* Z*.* P[[*c*]]*∗*(*Penv*) *⊆ Qenv*.

Let *c ∈* **Prg***,Q ∈* **Assn** and *env* : **IVar** *→* Z. Then the *semantic weakest liberal precondition*, written wlp*env*[[*c, Q*]], of *Q* with respect to *c* in *env* is defined by wlp*env*[[*c, Q*]] , *{σ ∈* Σ*⊥ |* P[[*c*]]*∗σ |*=*env Q}* = (P[[*c*]]*∗*)*−*1(*Qenv*). Thus we have

*|*= *{P} c {Q}* iff *∀ env* : **IVar** *→* Z*. Penv ⊆* wlp*env*[[*c, Q*]].

The following rules of the *Hoare Proof Calculus* define inductively the partial correctness relation *▶⊆* **Assn** *×* **Prg** *×* **Assn**, where the expression *Q*[*x/a*] means the simultaneous replacement of every ocurrence of the location *x* in the assertion *Q* by the arithmetic expression *a*.

*▶ {P}***skip***{P}*

Skip Assn

*▶ {Q*[*x/a*]*}x* := *a{Q}*

*▶ {P}c*1*{Q} ▶ {Q}c*2*{R}*

*▶ {P}c*1; *c*2*{R}*

Comp

*▶ {P ∧ b}c*1*{Q} ▶ {P ∧ ¬b}c*2*{Q}*

*▶ {P}* **if** *b* **then***{c*1*}* **else** *{c*2*}* **fi** *{Q}*

IfElse

*▶ {P ∧ b}c{P}*

*▶ {P}* **while** *b* **do** *c* **od** *{P ∧ ¬b}*

PWhile

*▶ P → Q ▶ {Q}c{R}*

*▶ {P}c{R}*

PreStr

*▶ {P}c{Q} ▶ Q → R*

*▶ {P}c{R}*

PosWk

Let *{P} c {Q}* be a partial correctness assertion. Then the Hoare calculus is sound, i.e., every theorem is a valid formula.

*▶ {P } c {Q}* only if *|*= *{P} c {Q}*

For each program *c* and assertion *Q* we assume there is an assertion *wlp*(*c, Q*) *∈* **Assn**. Intuitively, it is the weakest precondition that ensures that if the execution of *c* terminates, then *Q* holds in the final state, i.e., with the property that *|*=

*{wlp*(*c, Q*)*} c {Q}*. We also assume that for any *env* : **IVar** *→* Z that the program assertion language is expressive enough, i.e.,

*wlp*(*c, Q*)*env* = wlp*env*[[*c, Q*]] (1)

* 1. *Categories*

The reader is assumed to be familiar with the basic notions of category theory, such as adjunctions, fibrations and indexed categories [[1](#_bookmark10)]. To improve readability, Table [1](#_bookmark4) lists all categories introduced and used in the paper.

Table 1

Categories used and introduced in the paper

|  |  |  |
| --- | --- | --- |
| **Category** | **Objects** | **Morphisms** |
| Standard categories | | |
| Cpo | complete partial orders | continuous functions |
| Set | sets | total functions |
| Po | partial orders | monotone functions |
| Cat | small categories | functors |
| Pre | preorders | monotone functions |
| Categories for Hoare logic | | |
| Str | components | sub-component relationships |
| Prg | components | sub-component relationships and pro- grams |
| Cont | contexts *γ*  (finite subsets of logical variables) | context inclusions |
| Assn | pairs (*γ.P* ) with *P* an assertion about states in context *γ* | pairs of a context inclusion and a semantic entailment between state assertions |
| Pca | pairs (*γ.P* ) with *P* an assertion about states in context *γ* | partial correctness assertions  (triples of a program, a context inclusion and a semantic entailment between state assertions) |
| St | pairs (*γ.E* ) with *E* a predicate, i.e., a set *E ⊆* Σ*⊥ × env*(*γ*) of states | predicate inclusions  (pairs of a context inclusion and an inclu- sion between a predicate and an extended predicate) |
| Sem | pairs (*γ.E* ) with *E* a predicate, i.e., a set *E ⊆* Σ*⊥ × env*(*γ*) of states | partial correctness relationships  (triples of a program, a context inclusion and an inclusion between a predicate and a transformed predicate) |

# Hoare Logic and Indexed Categories

As exemplified in the last section, Hoare Logic addresses state based systems and is concerned with the behavior of programs. In our example of a sequential imper- ative programming language, we are dealing with systems with a single component system, i.e., a single program or algorithm. In general, however we may consider also systems constituted by different components.

In the following, we analyze Hoare Logic with both indexed and fibred categorical structures as developed, for example, in [[10](#_bookmark19)]. We intend to give an answer to the fundamental question “What are the characteristic structural features of Hoare Logic?” and use these structures to give a categorical presentation for it.

In the present section we will lift this insight onto a more abstract and structured level. We will develop, step by step, an abstract categorical presentation of the Hoare logic of **IMP** by means of indexed categorical concepts and constructions. Hoare Logic arises in two steps: First, a “logic of states” is defined and, based on this, a “logic of programs” is developed.

* 1. *Logic of States*

In this subsection we analyze the concept of states in **IMP** as well as the language and semantics of assertions about states. Parallel to this analysis we develop a general structure of a “logic of states”.

**System structure and States:** In the simple language **IMP**, we can describe programs on a single “machine”. In our categorical presentation we will use the identifier *C* to denote this unique component. The semantics of a system component is given by its states. In case of **IMP**, the semantics of the unique component *C* is the cpo Σ*⊥* = (**Loc** *→* Z)*⊥*. If we consider now the very simple category Str consisting only of the object *C* and its identity we can state that the definition of the concept of a state for **IMP** can be captured by the definition of a functor *st* : Str*op →* Cpo with *st*(*C*) , Σ*⊥* = (**Loc** *→* Z)*⊥*, where Cpo is the category with complete partial orders as objects and continuous functions as morphisms.

Note that Str has only one object since we consider, following the traditional exposition, programs only in the context of all program variables (locations). In case we would consider programs in the context of finite subsets of **Loc**, the category Str*op* would turn into a finite product category ([[12](#_bookmark21)]).

**Contexts and Environments:** Any categorical analysis and presentation of logics emphasizes the importance of local contexts for expressions and formulas. In our case, this “categorical imperative” suggests that it is not fully appropriate to take the countably infinite set **IVar** as the only (default) context for all assertions about states. Instead, it is more appropriate to work with finite subsets of **IVar** as “local contexts”. Following this insight, contexts in our categorical presentation of **IMP** are given by the (syntactic) partial order category Cont , (*℘fin*(**IVar**)*, ⊆*).

The semantics of contexts is given by environments, i.e., by a functor *env* :

Cont*op →* Set with *env*(*γ*) , (*γ →* Z) for all contexts *γ ∈ ℘fin*(**IVar**) and with

*env*(*γ ⊆ γj*) = *pγ′,γ* : (*γj →* Z) *→* (*γ →* Z) a *projection map* given by pre- composition *pγ′,γ* (*ej*) , *inγ,γ′* ; *ej* for all environments *ej ∈* (*γj →* Z) where *inγ,γ′* : *γ → γj* is the inclusion map corresponding to the inclusion *γ ⊆ γj*.

**Assertions:** In case of **IMP**, all assertions are statements about the states of the unique system component, and their definition is based on locations for this single component. In our categorical analysis, we abstract from locations and define

*assn*(*γ*) , *{P ∈* **Assn** *| free*(*P* ) *⊆ γ},* for all *γ ∈*

*℘fin*(**IVar**)

where *free*(*P* ) *⊆* **IVar** is the finite set of all free integer variables in *P* . This defines a functor *assn* : Cont *→* Set. For any inclusion *γ ⊆ γj* the corresponding inclusion map *assn*(*γ ⊆ γj*) : *assn*(*γ*) *→ assn*(*γj*) just states that for any assertion *P* the inclusion *free*(*P* ) *⊆ γ* entails the inclusion *free*(*P* ) *⊆ γj*.

**Generalization Assertions:** In case of a system with more components we should have assertions for each single component. For example, different components should have different locations (addresses). Moreover, we should be able to translate statements about a subsystem into statements about the corresponding compound system (but not the other way around). Therefore we propose to assume for the general case a functor *assn* : Str *×* Cont *→* Set.

**Satisfaction:** The inductive definition of satisfaction in Section [2.2](#_bookmark2) can be easily modified to take into account finite contexts. We will get, in such a way, satisfac- tion for **IMP** as a family of ternary relations between states, environments, and assertions indexed by contexts *γ ∈ |*Cont*|*

*|*=*γ ⊆* Σ*⊥ × env*(*γ*) *× assn*(*γ*)*.*

Moreover, the definition of satisfaction for **IMP** ensures compatibility w.r.t. context extensions:

**Proposition 3.1 (Satisfaction is compatible w.r.t. context extension)** *For any inclusion γ ⊆ γj, any state σ ∈* Σ*⊥, any environment ej ∈ env*(*γj*) *and any as- sertion P ∈ assn*(*γ*) *we have*

(*σ, env*(*γ ⊆ γ* )(*e* )) = (*σ, pγ′,γ* (*e* )) *|*=*γ P iff* (*σ, e* ) *|*=*γ′ P.*

*j j j j*

**Generalization Satisfaction:** In the general setting we have the functors *st* : Str*op →* Cat, *env* : Cont*op →* Cat, and *assn* : Str *×* Cont *→* Set. Cat is the category of all small categories and all functors between them where a category C is small iff its collection of morphisms (and thus also its collection of objects) is a set. Satisfaction is defined as a family of ternary relations between states, environments, and assertions indexed by objects *C ∈ |*Str*|* (component identifiers) and contexts *γ ∈ |*Cont*|*

*|*=*C,γ ⊆ |st*(*C*)*|× |env*(*γ*)*|× |assn*(*C, γ*)*|.*

Moreover, the following compatibility condition should be satisfied: For any con- text morphism *i* : *γ → γj*, any morphism *r* : *C → Cj* in Str, any state *σj ∈*

*|st*(*Cj*)*|*, any environment *ej ∈ |env*(*γj*)*|* and any assertion *P ∈ assn*(*γ*) we have (*st*(*r*)(*σj*)*, env*(*i*)(*ej*)) *|*=*C,γ P* iff (*σj, ej*) *|*=*C′,γ′ assn*(*r, i*)(*P* )*.*

**Extension and Semantic Entailment:** We can combine the two functors *st* : Str*op →* Cpo and *env* : Cont*op →* Set into a functor *st ⊗ env* : (Str *×* Cont)*op →* Set with (*st ⊗ env*)(*C, γ*) , *st*(*C*) *× env*(*γ*) = Σ*⊥ × env*(*γ*) for all pairs of objects

(*C, γ*) *∈ |*Str*×*Cont*|* and with (*st⊗env*)(*idC,γ ⊆ γj*) , *id*Σ *×pγ′,γ* : Σ*⊥×env*(*γj*) *→*

*⊥*

Σ*⊥ × env*(*γ*) for all pairs of morphisms (*idC,γ ⊆ γj*) in Str *×* Cont.

By applying the contra-variant power set construction we obtain then a functor (*st ⊗ env*)*—*1 : Str *×* Cont *→* Po, where Po is the category of partial orders and monotone functions, with (*st ⊗ env*)*—*1(*C, γ*) , (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*) for all pairs of objects (*C, γ*) *∈ |*Str *×* Cont*|* and with

(*st ⊗ env*) (*idC,γ ⊆ γ* ) , (*id*Σ*⊥ × pγ′,γ* ) : *℘*(Σ*⊥ × env*(*γ*)) *→ ℘*(Σ*⊥ × env*(*γ* ))

*—*1 *j —*1 *j*

for all pairs of morphisms (*idC,γ ⊆ γj*) in Str *×* Cont, i.e., for all *E ⊆* Σ*⊥ × env*(*γ*) we have

(*id*Σ*⊥ × pγ′,γ* ) (*E* )= *{*(*σ, e* ) *∈* Σ*⊥ × env*(*γ* ) *|* (*σ, pγ′,γ* (*e* )) *∈ E}.*

*—*1 *j j j*

**Remark 3.2** [Logic of States as an Institution] A closer look at the development so far shows that we have described actually an institution **ST** [[6](#_bookmark15)]. The category of abstract signatures is the product category Str *×* Cont. Our sentence functor is the functor *assn* : Str *×* Cont *→* Set and the two functors *st* : Str*op →* Cat and *env* : Cont*op →* Cat can be combined into a functor *st ⊗ env* : (Str *×* Cont)*op →* Cat with (*st ⊗ env*)(*C, γ*) , *st*(*C*) *× env*(*γ*) for all pairs of objects (*C, γ*) *∈ |*Str *×* Cont*|* and with (*st ⊗ env*)(*r, i*) , *st*(*r*) *× env*(*i*) : *st*(*Cj*) *× env*(*γj*) *→ st*(*C*) *× env*(*γ*) for all pairs of morphisms (*r* : *C → Cj,i* : *γ → γj*) in Str *×* Cont.

The family of ternary satisfaction relations can be considered as a family of binary satisfaction relations in **ST** and the satisfaction condition above becomes the satisfaction relation in **ST**.

Based on the development so far, we can define for any context *γ ∈ |*Cont*|* a map *extγ* : *assn*(*γ*) *→ ℘*(Σ*⊥ × env*(*γ*)) providing for each assertion *P ∈ assn*(*γ*) its extension

*extγ*(*P* ) , *{*(*σ, e*) *∈* Σ*⊥ × env*(*γ*) *|* (*σ, e*) *|*=*γ P}.*

We will denote here semantic entailment by *P* H *Q* instead of *P |*= *Q* as in Section

[2.2.](#_bookmark2) Semantic entailment for single assertions *P, Q ∈ assn*(*γ*) with finite context *γ*

is defined then by

*P* H*γ Q* iff *extγ*(*P* ) *⊆ extγ*(*Q*) (2)

In categorical terms, this means that we extend *assn*(*γ*) to a preorder *assn*H(*γ*) , (*assn*(*γ*)*,* H*γ*) such that *extγ* turns into a monotone function *extγ* : (*assn*(*γ*)*,* H*γ*) *→* (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*).

**Remark 3.3** [Cartesian Closed Category] The preorder category (*assn*(*γ*)*,* H*γ*), for any context *γ*, is Cartesian closed with products *∧*, sums *∨* and exponentiation *→*, i.e., we have

*P ∧ Q* H*γ R* iff *P* H*γ* (*Q → R*)*.* *2*

Proposition [3.1](#_bookmark6) ensures now, that for any context inclusion *γ ⊆ γj* the corre- sponding mapping *assn*(*γ ⊆ γj*) is monotonic w.r.t. semantic entailment, i.e., we obtain a functor

*assn*(*γ ⊆ γ* ): (*assn*(*γ*)*,* H*γ*) *→* (*assn*(*γ* )*,* H*γ′* )*.*

*j j*

Globally, we get, in such a way, a functor *assn* : Str *×* Cont *→* Pre where Pre is the category of preorders and monotone functions. Moreover, compatibility of satisfaction ensures that extensions behave in a “natural way”:

**Proposition 3.4** *The family of functors extγ* : (*assn*(*γ*)*,* H*γ*) *→* (*℘*(Σ*⊥×env*(*γ*))*, ⊆*

) *with γ ∈ |*Cont*| constitutes a natural transformation ext* : *assn ⇒* (*st ⊗ env*)*—*1 :

Str *×* Cont *→* Pre*, where we recall that* Po *is a subcategory of* Pre*.*

*C γ* Σ,*⊥ ,*

*env*,(*γ,*) (*℘*(Σ*⊥*

*× env*(*γ*))*, ⊆*) ¸*e,xtγ*

(*assn*(*γ*)*,* H*γ*)

*idC*

*⊆ id*Σ*⊥*

*j*

*pγ′,γ*

*j*

(*id*Σ*⊥*

*×pγ′,γ* )*−*1

*j*

¸*ex,tγ′*

*assn*(*γ⊆γ′*)

*j*

*C γ* Σ*⊥*

*env*(*γ* )

(*℘*(Σ*⊥ × env*(*γ* ))*, ⊆*) (*assn*(*γ* )*,* H*γ′* )

**Generalization Extension and Semantic Entailment:** The general case works completely analogously: The two functors *st* : Str*op →* Cat and *env* : Cont*op →* Cat can be combined into a functor *st ⊗ env* : (Str *×* Cont)*op →* Cat with

(*st ⊗ env*)(*C, γ*) , *st*(*C*) *× env*(*γ*)

a product of categories for all pairs of objects (*C, γ*) *∈ |*Str *×* Cont*|* and with (*st ⊗ env*)(*r, i*) , *st*(*r*) *× env*(*i*): *st*(*Cj*) *× env*(*γj*) *→ st*(*C*) *× env*(*γ*)

for all pairs of morphisms (*r* : *C → Cj,i* : *γ → γj*) in Str *×* Cont.

The functor (*st ⊗ env*)*—*1 : Str *×* Cont *→* Po is obtained by applying the contra- variant power construction for categories. That is, we consider for all pairs of objects (*C, γ*) *∈ |*Str *×* Cont*|* the partial order of all subcategories of *st*(*C*) *× env*(*γ*):

(*st ⊗ env*)*—*1(*C, γ*) , (*℘*(*st*(*C*) *× env*(*γ*))*, ⊆*)

and for all pairs of morphisms (*r, i*): (*C, γ*) *→* (*Cj, γj*) in Str *×* Cont we consider the pre-image functor

(*st ⊗ env*)*—*1(*r, i*) , (*st*(*r*) *× env*(*i*))*—*1*.*

For any component identifier *C ∈ |*Str*|* and any context *γ ∈ |*Cont*|* we get a map *extC,γ* : *assn*(*C, γ*) *→ ℘*(*st*(*C*) *× env*(*γ*)) with *extC,γ*(*P* ) the full subcategory of *st*(*C*) *× env*(*γ*) given by the set of objects

*|extC,γ*(*P* )*|* , *{*(*σ, e*) *∈ |st*(*C*) *× env*(*γ*)*||* (*σ, e*) *|*=*C,γ P}.*

Semantic entailment for single assertions is defined by *P* H*C,γ Q* iff *extC,γ*(*P* ) *⊆*

*extC,γ*(*Q*).

This means that we extend *assn*(*C, γ*) to a preorder category *assn*H(*C, γ*) ,

(*assn*(*C, γ*)*,* H*C,γ*) such that *extC,γ* turns into a full functor

*extC,γ* : (*assn*(*C, γ*)*,* H*C,γ*) *→* (*℘*(*st*(*C*) *× env*(*γ*))*, ⊆*)*.*

Compatibility of satisfaction ensures, that for any context morphism *i* : *γ → γj* and any morphism *r* : *C → Cj* in Str the corresponding mapping *assn*(*r, i*) is monotonic w.r.t. semantic entailment, i.e., we have a functor

*j j*

*assn*(*r, i*): (*assn*(*C, γ*)*,* H*C,γ*) *→* (*assn*(*C ,γ* )*,* H*C′,γ′* )*.*

Globally, we get, in such a way a functor *assn* : Str *×* Cont *→* Pre. Moreover, compatibility of satisfaction ensures that the functors *extC,γ* constitute a natural transformation *ext* : *assn ⇒* (*st ⊗ env*)*—*1. Note, that the pre-image of a full subcategory w.r.t. a functor is a full subcategory as well.
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* 1. *Logic of Programs*

Here we extend our analysis to programs in **IMP** and their semantics. Based on this we give an indexed categorical account of partial correctness assertions based on the concept of the weakest liberal precondition.

**Programs:** Programs in **IMP** are defined in a way that we can naturally consider them as arrows in a syntactic category Prg with *C* the only object. The identity on *C* can be considered as the program **skip** and composition in Prg is given by sequential composition of programs.

The categories Str and Prg do have the same object and the definition of the denotational semantics of programs based on the equations

[[ **skip** ]]*σ* = *σ* and **[***c*1; *c*2]]*∗σ* = [[*c*2]]*∗*([[*c*1]]*σ*) (3) means that we extend the functor *st* : Str*op →* Cpo to a functor *sem* : Prg*op →* Cpo

with *sem*(*c*) , [[*c*]]*∗* : Σ*⊥ →* Σ*⊥* for all the “program arrows” *c* in Prg. Extension means that we have *st*(*C*)= *sem*(*C*)= Σ*⊥* = (**Loc** *→* Z)*⊥*.

**Generalization Programs:** Analogously, we extend Str to a category Prg with

*|*Str*|* = *|*Prg*|* by introducing new arrows which represent programs/methods and we extend the functor *st* : Str*op →* Cat to a functor *sem* : Prg*op →* Cat.

**Weakest Liberal Precondition:** In the same way as before we can combine the two functors *sem* : Prg*op →* Cpo and *env* : Cont*op →* Set into a functor *sem ⊗ env* :

(Prg *×* Cont)*op →* Set with

(*sem ⊗ env*)(*C, γ*) , *sem*(*C*) *× env*(*γ*)= Σ*⊥ × env*(*γ*) for all pairs of objects (*C, γ*) *∈ |*Prg *×* Cont*|* = *|*Str *×* Cont*|* and

(*sem ⊗ env*)(*c, γ ⊆ γ* ) , [[*c*]] *× pγ′,γ* : Σ*⊥ × env*(*γ* ) *→* Σ*⊥ × env*(*γ*)

*j ∗ j*

for all pairs of morphisms (*c, γ ⊆ γj*) in Prg *×* Cont. The elements in Σ*⊥ × env*(*γ*) are our “states” while the maps **[***c*]]*∗ × pγ′,γ* are “state transition functions”. By applying the contra-variant power construction we obtain a functor (*sem⊗env*)*—*1 :

Prg *×* Cont *→* Po which extends the functor (*st ⊗ env*)*—*1. That is, we have

(*sem ⊗ env*)*—*1(*C, γ*) , (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*) for all pairs of objects (*C, γ*) *∈ |*Prg *×* Cont*|* = *|*Str *×* Cont*|* and

(*sem ⊗ env*) (*c, γ ⊆ γ* ) , ([[*c*]] *× pγ′,γ* )

*—*1 *j ∗* 1

for all pairs of morphisms (*c, γ ⊆ γj*) in Prg *×* Cont. The elements in *℘*(Σ*⊥ ×env*(*γ*)) are our “predicates” while the maps ([[*c*]]*∗ × pγ′,γ* )*—*1 are “predicate transformers”.

The “predicate transformer” functor (*sem ⊗ env*)*—*1 provides just another way to present the semantic weakest liberal precondition from Section [2.2](#_bookmark2).

**Lemma 3.5** *Given a program morphism c in* Prg*, a context γ ∈ |*Cont*|, and an assertion Q ∈ assn*(*γ*)*, we have for any state σ ∈* Σ*⊥ and any environment e ∈ env*(*γ*)

*σ ∈* wlp*e*[[*c, Q*]] *iff* (*σ, e*) *∈* ([[*c*]]*∗ × idγ*)*—*1(*extγ*(*Q*))

The quest for a weakest liberal precondition and, especially, the interplay be- tween the semantic and the syntactic version of weakest liberal precondition can be presented now in our indexed framework as follows:

**Indexed categorical quest for weakest liberal precondition:** Extend the functor *assn* : Str *×* Cont *→* Pre to a functor *wlp* : Prg *×* Cont *→* Pre such that the family of functors

*extγ* : (*assn*(*γ*)*,* H*γ*) *→* (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*)

with *γ ∈ |*Cont*|* constitutes also a natural transformation *ext* : *wlp ⇒* (*sem ⊗*

*env*)*—*1*.*

*C γ* Σ,*⊥ ,*

*env*,(*γ,*) (*℘*(Σ*⊥*

*× env*(*γ*))*, ⊆*) ¸*e,xtγ*

(*assn*(*γ*)*,* H*γ*)

*c ⊆* [[*c*]]*∗*

*j*

*pγ′,γ*

*j*

([[*c*]]*∗×pγ′,γ* )*−*1
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(*℘*(Σ*⊥ × env*(*γ* ))*, ⊆*) (*assn*(*γ* )*,* H*γ′* )

**Analysis of the Indexed categorical quest for weakest liberal precondi- tion:** Any arrow (*c, γ ⊆ γj*) in Prg *×* Cont can be decomposed into (*c, idγ*); (*idC,γ ⊆*

*γj*) with (*idC,γ ⊆ γj*) an arrow in Str *×* Cont. Since we require that *wlp* is an ex- tension of *assn* we have *wlp*(*idC,γ ⊆ γj*)= *assn*(*γ ⊆ γj*). So the new requirement is actually that we have functors *wlp*(*c, idγ*) : (*assn*(*γ*)*,* H*γ*) *→* (*assn*(*γ*)*,* H*γ*). For notational convenience we will use for these ”new functors” the notation *wlpγ*(*c*) , *wlp*(*c, idγ*).

The requirement that *wlpγ*(*c*) isa map with *wlpγ*(*c*); *extγ* = *extγ*; ( **[***c*]]*∗×idenv*(*γ*))*—*1 is equivalent to condition ([1](#_bookmark3)) and comprises the requirement that our language of assertions is *expressive*. The additional requirement that *wlpγ*(*c*) becomes a functor means that the syntactic weakest liberal precondition is monotonic w.r.t. semantic entailment.

To validate that the naturality requirements *wlpγ*(*c*); *extγ* = *extγ*; ( **[***c*]]*∗×idenv*(*γ*))*—*1 for the new arrows (*c, idγ*) in Prg *×* Cont are sufficient to ensure naturality for all arrows in Prg *×* Cont, we have to check if the following cube commutes:
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That the small inner and the big outer square commute is the naturality requirement for the new functors *wlpγ*. Left square (1) commutes due to the functoriality of the contra-variant power set construction and the equalities ([[*c*]]*∗ × idenv*(*γ*)); (*id × pγ′,γ* ) = ( **[***c*]]*∗ × pγ′,γ* ) = (*id × pγ′,γ* ); ([[*c*]]*∗ × idenv*(*γ*)). Top square (2) and bottom square (3) commute since the functors *envγ* constitute a natural transformation *ext* : *assn ⇒* (*st⊗env*)*—*1 (see Subsection [3.1](#_bookmark6)). That the right square (4) commutes means that the weakest liberal precondition of an assertion *P* should only depend on the free variables in *P* . This requirement is satisfied for any traditional Hoare logic since those logics usually rely on the finite set of free variables in *P* as the implicit finite context of *P* .

**Compositionality of Weakest Liberal Precondition:** Traditional logical de- duction systems are defined based on (and can only provide) logical equivalence. In our indexed setting this is reflected by the observation that it is nearly im- possible to define/deduce syntactic weakest liberal preconditions in such a way that we have compositionality up to syntactic identity. That is, for an assertion *P ∈ assn*(*γ*) and programs *c*1*, c*2 we will, in general, not have *wlpγ*(*c*1; *c*2)(*P* ) =

*wlpγ*(*c*2)(*wlpγ*(*c*1)(*P* )). We will only have that *wlpγ*(*c*1; *c*2)(*P* ) and *wlpγ*(*c*2)(*wlpγ*(*c*1)(*P*)) are logical equivalent, i.e., isomorphic in (*assn*(*γ*)*,* H*γ*). This means that our “in- dexed categorical quest” has to be relaxed to become reasonable.

**Relaxed Indexed categorical quest for weakest liberal precondition:** Ex- tend the functor *assn* : Str *×* Cont *→* Pre to a *pseudo functor wlp* : Prg *×* Cont *→* Pre such that the family of functors

*extγ* : (*assn*(*γ*)*,* H*γ*) *→* (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*)

with *γ ∈ |*Cont*|* constitutes also a natural transformation *ext* : *wlp ⇒* (*sem ⊗*

*env*)*—*1*.*

# Hoare Logic and Fibrations

The traditional presentation of the structural features of Hoare logic, as outlined in Section [2.2](#_bookmark2), is essentially an indexed one. In the last section we have elucidated this observation by lifting the traditional presentation to a more general and structured presentation based on indexed categories. There are now, at least, two reasons to move from the indexed setting to a fibred one:

1. A more structural reason is that it is technically quite uncomfortable to work with pseudo functors. To work, in those cases, with the fibred equivalent of pseudo functors is more reasonable.
2. The essential reason in light of logic is, however, that we need a “technological space” where logical deduction can take place.
   1. *Syntactic Fibrations*

The Grothendieck construction is the main technique for providing a fibred category from an indexed category. We do not include a general definition of this construction but describe in detail all the four special cases we consider in this section. By applying the appropriate variant of the Grothendieck construction we obtain out of the functor *assn* : Str *×* Cont *→* Pre a category of assertions about states:

**Definition 4.1** [Category Assn] The category Assn of “state assertions” is defined as follows:

* + - objects: all pairs (*γ.P* ) with a context *γ ∈ |*Cont*|* and an assertion *P ∈ assn*(*γ*).
    - arrows: from (*γ.P* ) to (*γj.Q*) are pairs (*γj ⊆ γ,* H*γ*) with *γj ⊆ γ* an arrow in Cont

and *P* H*γ Q* = *assn*(*γj ⊆ γ*)(*Q*) an arrow in *assn*(*γ*).

* + - identities: the identity on object (*γ.P* ) is (*idγ,* =).
    - composition: composition of two arrows (*γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) and (*γjj ⊆ γj,* H*γ′* ) : (*γj.Q*) *→* (*γjj.R*) is the arrow (*γjj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γjj.R*). Composition is ensured by the monotonicity of context extensions w.r.t. semantic

entailment and the associativity of semantic entailment.
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Moreover, we obtain a projection functor *Fassn* : Assn *→* (Str *×* Cont)*op* with

*Fassn*(*γ.P* ) , (*C, γ*) and *Fassn*(*γj ⊆ γ,* H*γ*) , (*idC, γj ⊆ γ*).

The general properties of Grothendieck constructions provide:

**Theorem 4.2** *The functor Fassn* : Assn *→* (Str *×* Cont)*op is a (split) ﬁbration where* (*γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) *is a cartesian arrow if, and only if, P and Q* = *assn*(*γj ⊆ γ*)(*Q*) *are equivalent w.r.t. semantic entailment, i.e., isomorphic in* (*assn*(*γ*)*,* H*γ*)*.*

**Remark 4.3** The presentation of assertions about states as a fibration makes evi- dent that the deductive apparatus on those assertions is essentially based on substi- tution (changing of context) and propositional reasoning in the fibres (*assn*(*γ*)*,* H*γ*

*—*1

) *F*

*assn*

(*C, γ*) (compare Remark [3.3](#_bookmark8)). That we have a fibration ensures that every

first-order variable is universally quantified and that the reasoning on them is sound.

On the other hand, existentially quantified assertions have their sound semantics provided by the cartesian structure of the fibration. *2*

In the same way, the pseudo functor *wlp* : Prg *×* Cont *→* Pre gives rise to a category of partial correctness assertions:

**Definition 4.4** [Category Pca] The category Pca of “partial correctness assertions” is defined as follows:

* + - * objects: all pairs (*γ.P* ) with a context *γ ∈ |*Cont*|* and an assertion *P ∈ assn*(*γ*).
      * arrows: from (*γ.P* ) to (*γj.Q*) are triples (*c, γj ⊆ γ,* H*γ*) with *c* an arrow in Prg,

*γj ⊆ γ* an arrow in Cont and *P* H*γ wlp*(*c, γj ⊆ γ*)(*Q*) an arrow in *assn*(*γ*).

* + - * identities: the identity on object (*γ.P* ) is (*idC, idγ,* =).
      * composition: composition of two arrows (*c*1*, γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) and (*c*2*, γjj ⊆ γj,* H*γ′* ) : (*γj.Q*) *→* (*γjj.R*) is the arrow (*c*1; *c*2*, γjj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γjj.R*). Composition is ensured by the monotonicity of the weakest liberal pre- condition w.r.t. semantic entailment, by the assumption that *wlp* is a pseudo functor, i.e., *wlp*(*c*1*, γj ⊆ γ*)(*wlp*(*c*2*, γjj ⊆ γj*)(*R*)) and *wlp*(*c*1; *c*2*, γjj ⊆ γ*)(*R*) are equivalent w.r.t. semantic entailment, and by the associativity of semantic entail-

ment.
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Moreover, we obtain a projection functor *Fpca* : Pca *→* (Prg*×*Cont)*op* with *Fpca*(*γ.P* ) ,

(*C, γ*) and *Fpca*(*c, γj ⊆ γ,* H*γ*) , (*c, γj ⊆ γ*).

**Theorem 4.5** *The functor Fpca* : Pca *→* (Prg *×* Cont)*op is a ﬁbration where* (*c, γj ⊆ γ,* H*γ*): (*γ.P* ) *→* (*γj.Q*) *is a cartesian arrow if, and only if, P and wlp*(*c, γj ⊆ γ*)(*Q*) *are equivalent w.r.t. semantic entailment.*

For the rest of the paper we have to keep in mind that we have by construction

Assn *⊆*  Pc*¸*a

*|*Assn*|* = *|*Pca*|*. Moreover, the commu- tative triangle *assn* =*⊆*; *wlp* of functors

*Fassn*

*Fpca*

is transformed by the Grothendieck con-

(Str *×* )*op*  *⊆*  (P*¸*rg *×* )*op*

struction into a pullback in the category

Cont

Cont

of categories.

* 1. *Hoare Triples and Hoare Proof Calculus*

**Hoare Triples (Partial Correctness Assertions):** We can consider Assn as a subcategory of Pca since *assn*(*γj ⊆ γ*) = *wlp*(*idC, γj ⊆ γ*) for all inclusions *γj ⊆ γ*. Moreover, any arrow (*c, γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.R*) in Pca can be decomposed into an arrow (*γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) in Assn and an arrow (*c, idγ′ ,* H*γ′* ): (*γj.Q*) *→* (*γj.R*) in Pca.
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That is, we need only the ”new” arrows of type (*c, idγ,* H*γ*) : (*γ.P* ) *→* (*γ.Q*) to extend Assn to the category Pca.

A comparison with the definition and the semantics of Hoare triples (partial correctness assertions) makes immediately evident that a Hoare triple *{P} c {Q}* is just another notation for arrows of type (*c, idγ,* H*γ*): (*γ.P* ) *→* (*γ.Q*), i.e., for the relations *P* H*γ wlpγ*(*c*)(*Q*). So, the task of a deduction calculus for a Hoare logic

has the sole purpose of deriving all the arrows of type (*c, idγ,* H*γ*): (*γ.P* ) *→* (*γ.Q*) in Pca.

**Hoare Proof Calculus:** In view of the two syntactic fibrations a proof calculus for Hoare triples has, in such a way, two features:

1. One constructs for each pair of an object (*γ.Q*) in *|*Assn*|* = *|*Pca*|* and of a new arrow in Prg, i.e., a program *c*, a corresponding new cartesian arrow in Pca (*|*= *{wlp*(*c, Q*)*} c {Q}*):

(*c, idγ,* H*γ*): *wlpγ*(*c*)(*Q*) *→* (*γ.Q*) These are the rules Assn, IfElse, and PWhile.

1. One closes everything under composition
   1. by composing new arrows in Pca with new arrows in Pca (rule Comp) and
   2. by pre- and post-composing new arrows in Pca with old arrows from Assn

(rules PreStr and PosWk).

After these crucial observations we are ready to formulate our syntactic fibred quest:

## Syntactic Fibred categorical quest for weakest liberal precondition:

Extend the fibration *Fassn* : Assn *→* (Str *×* Cont)*op* to a fibration *Fpca* : Pca *→* (Prg *×* Cont)*op* such that the diagram on the left be-

Assn *⊆*  Pc*¸*a

comes a pullback in the category of categories.

*Fassn*

*Fpca*

Note, that the pullback requirement means that

(Str *×* )*op*  *⊆*  (P*¸*rg *×* )*op* we are not allowed to introduce in Pca new en-

Cont

Cont

tailments between assertions, i.e., the logic of assertions about states is encapsulated in Assn.

* 1. *Semantic Fibrations*

In our syntactic fibred quest the semantics of assertions and programs are not incorporated. To have a full fibred picture and to be able, especially, to talk about soundness and completeness of deduction, we have to transfer also our semantic indexed categories and the indexed extension functors to the fibred setting.

By applying the Grothendieck construction we obtain out of the functor (*st ⊗*

*env*)*—*1 : Str *×* Cont *→* Po a category of the semantics of states:

**Definition 4.6** [Category St] The category St of “state predicates” is defined as follows:

* + - objects: all pairs (*γ.E* ) with a context *γ ∈ |*Cont*|* and a set *E ∈ ℘*(Σ*⊥ × env*(*γ*)).
    - arrows: from (*γ.E* ) to (*γj.Ej*) are pairs (*γj ⊆ γ, ⊆*) such that *E ⊆* (*id*Σ *×*

*⊥*

*pγ,γ′* )*—*1(*Ej*).

* + - identities: the identity on (*γ.E* ) is (*idγ,* =).
    - composition: two arrows (*γj ⊆ γ, ⊆*): (*γ.E* ) *→* (*γj.Ej*) and (*γjj ⊆ γj, ⊆*): (*γj.Ej*) *→*

(*γjj.Ejj*) compose to the arrow (*γjj ⊆ γ, ⊆*) : (*γ.E* ) *→* (*γjj.Ejj*). Composition

is ensured by the monotonicity of preimage formation w.r.t. inclusions, by the functoriality of preimage formation and by the associativity of inclusions.
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Moreover, we obtain a projection functor *Fst* : St *→* (Str *×* Cont)*op* with *Fst*(*γ.E* ) ,

(*C, γ*) and *Fst*(*γj ⊆ γ, ⊆*) , (*idC, γj ⊆ γ*).

**Theorem 4.7** *The functor Fst* : St *→* (Str *×* Cont)*op is a (split) ﬁbration where*

*the cartesian arrows are exactly the arrows* (*γj ⊆ γ,* =) : (*γ.*(*id*Σ *× pγ,γ′* )*—*1(*Ej*)) *→*

*⊥*

(*γj.Ej*) *for all inclusions γj ⊆ γ and all sets Ej ∈ ℘*(Σ*⊥ × env*(*γj*))*. These are the only Cartesian arrows since inclusion ⊆ is anti-symmetric.*

In the same way, the functor (*sem ⊗ env*)*—*1 : Prg *×* Cont *→* Po provides a category of predicate transformers:

**Definition 4.8** [Category Sem] The category Sem of “predicate transformers” is defined as follows:

* objects: all pairs (*γ.E* ) with a context *γ ∈ |*Cont*|* and a set *E ∈ ℘*(Σ*⊥ × env*(*γ*)).
* arrows: from (*γ.E* ) to (*γj.Ej*) are triples (*c, γj ⊆ γ, ⊆*) such that *E ⊆* ([[*c*]]*∗ ×*

*pγ,γ′* )*—*1(*Ej*).

* identities: the identity on (*γ.E* ) is (*idC, idγ,* =).
* composition: two arrows (*c*1*, γj ⊆ γ, ⊆*) : (*γ.E* ) *→* (*γj.Ej*) and (*c*2*, γjj ⊆ γj, ⊆*) : (*γj.Ej*) *→* (*γjj.Ejj*) compose to the arrow (*c*2; *c*1*, γjj ⊆ γ, ⊆*) : (*γ.E* ) *→* (*γjj.Ejj*). Composition is ensured by the monotonicity of preimage formation w.r.t. inclu- sions, by the functoriality of program semantic and preimage formation, and by the associativity of inclusions.
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Moreover, we obtain a projection functor *Fsem* : Sem *→* (Prg *×* Cont)*op* with

*Fsem*(*γ.E* ) , (*C, γ*) and *Fsem*(*c, γj ⊆ γ, ⊆*) , (*c, γj ⊆ γ*).

**Theorem 4.9** *The functor Fsem* : Sem *→* (Prg *×* Cont)*op is a (split) ﬁbration where the cartesian arrows are exactly the arrows* (*c, γj ⊆ γ,* =) : (*γ.*([[*c*]]*∗ ×pγ,γ′* )*—*1(*Ej*)) *→* (*γj.Ej*) *for all programs c, all inclusions γj ⊆ γ and all sets Ej ∈ ℘*(Σ*⊥ × env*(*γj*))*.*

St *⊆*  Se*¸*m

*Fst Fsem*

(Str *× op*  *⊆*  (P*¸*rg *× op*

Cont)

Cont)

For the rest of the paper we have to keep in mind that we have by construction

*|*St*|* = *|*Sem*|*. Moreover, the diagram to the left is a pullback in the category of categories. Note, that the pullback property says, analogously to the syntactic case, that Sem does not change the semantics of states.

* 1. *Extensions and Soundness*

The Grothendieck construction extends also to indexed functors (natural transfor- mations) and transforms an indexed functor into a morphisms between the corre- sponding two fibrations, i.e., into a functor making the resulting triangle of functors commutative.

In the indexed setting, the assignments *P '→ extγ*(*P* ) provide functors *extγ* : (*assn*(*γ*)*,* H*γ*) *→* (*℘*(Σ*⊥ × env*(*γ*))*, ⊆*), and the family of these functors constitute as well an indexed functor *ext* : *assn ⇒* (*st ⊗ env*)*—*1 as an indexed functor *ext* : *wlp ⇒* (*sem ⊗ env*)*—*1.

Correspondingly, the assignments (*γ.P* ) *'→* (*γ.extγ*(*P* )) provide, in the fibred setting, as well a functor *extassn* : Assn *→* St as a functor *extpca* : Pca *→* St. The functor *extassn* maps the arrow (*γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) in Assn into the arrow (*γj ⊆ γ, ⊆*): (*γ.extγ*(*P* )) *→* (*γj.extγ′* (*Q*)) in St. Note, that the definition of semantic entailment in ([2](#_bookmark7)) means nothing but that the functor *extassn* is full. It is easy to check that we have *Fassn* = *extassn*; *Fst*.

To extend the assignments (*γ.P* ) *'→* (*γ.extγ*(*P* )) to a functor *extpca* : Pca *→* St we have to assign to the arrow (*c, γj ⊆ γ,* H*γ*) : (*γ.P* ) *→* (*γj.Q*) in Pca the arrow (*c, γj ⊆ γ, ⊆*): (*γ.extγ*(*P* )) *→* (*γj.extγ′* (*Q*)) in Sem. For the special case *γj* = *γ* this means that

*P* H*γ wlpγ*(*c*)(*Q*) implies *extγ*(*P* ) *⊆* ([[*c*]]*∗ × idenv*(*γ*))*—*1(*extγ*(*Q*))*.*

That is, the requirement that *extassn* : Assn *→* St extends to a functor *extpca* : Pca *→* Sem is the fibred formulation of the requirement that the syntactic weakest liberal precondition is sound.

This last observation gives us the last brick to formulate our final quest:

## Full fibred categorical quest for weakest liberal precondition:

*Fas*

¸St

*⊆*

*¸*

S¸em

*extassn*

*extpca*

Assn

*⊆*

*¸*

Pca

*Fsem*

*sn*

*Fst*

*Fpca*

*×* Cont)*op*

*⊆*

(P*¸*rg *×* Cont)*op*

(Str

Extend the fibration *Fassn* : Assn *→* (Str *×* Cont)*op* to a fibration *Fpca* : Pca *→*

(Prg *×* Cont)*op* in a way

* that the resulting commutative square *⊆*; *Fpca* = *Fassn*; *⊆* of functors is a pullback, and
* that the functor *extassn* : Assn *→* St extends to a functor *extpca* : Pca *→* Sem

with *extassn*; *⊆*=*⊆*; *extpca* and *Fpca* = *extpca*; *Fsem*.

We want to close our categorical analysis by the remark that completeness of weakest liberal precondition can be reflected in the fibred setting by the additional requirement that *extpca* becomes a full functor.

# Conclusion

The traditional presentation of the structural features of Hoare logic is essentially an indexed one. We lifted this insight into a more general and abstract level by developing a categorical presentation of the structural features of Hoare logic based on indexed categories. We outlined that the categorical presentation paves naturally a way for an extension of Hoare Logic from the traditional one program (component) setting into a multi-program (compound system) environment.

By translating the indexed categorical presentation into a fibred presentation, we have been able to formalize precisely the intuition that Hoare triples are a kind of fibred entity, i.e., Hoare triples arise naturally as special arrows in a fibred category over a syntactic category of programs. Moreover, deduction in Hoare calculi can be characterized categorically by the heuristic

*deduction = generation of cartesian arrows + composition of arrows.*

The paper concludes that an appropriate way to deal with axiomatic semantics, at least in the format of Hoare logic, is to use both categorical tools, fibred cate- gories, and indexed categories, in a way that the structural features of the language are presented in indexed categories and the features of deduction in the fibred one. As a further work, we would like to extend our categorical model to deal with finite contexts of program variables. This is a departure from the usual textbook presen- tation, but it is in accordance with the current state of the art proof technology for

programming languages and verification systems based or inspired by Hoare logic [[9,](#_bookmark18)[2,](#_bookmark11)[5](#_bookmark14)].
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