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**Abstract**

Formal refinement shows how the specification of a program can be transformed by steps into an executable implementation. The method is sound and rigorous but is not suited to dealing with large and complex programs. Thus, the construction of large programs is often assumed to remain outside the scope of formal representation altogether and informal techniques, sometimes using diagrammatic notations, are used to go from requirements to programs.

In this paper, we show how large programs can be defined in terms of different *views* that are instances of a single meta model. Each view represents one set of properties of the program and their composition defines the specification of the program. Transformations are used to convert views into program fragments that are composed together to build the whole program. The technique has been applied for the construction of many large systems that are in practical use.

# Introduction

In the formal development of a program, an abstract specification is trans- formed by a number of steps of refinement into an executable program. The method is supported by a sound logical framework and is suited for the de- velopment of relatively small sequential programs. Faced with the problem of developing large and complex programs, however, industrial practice uses a combination of non-formal notations and methods. Different methods are used to express the properties of different aspects of the program and these are combined through the steps of a development process. The functional adequacy of the final program depends very largely on the thoroughness with which the steps are carried out and questions of formal correctness are not addressed.
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In this paper, we describe a method for constructing an industrial-scale software system using multiple models. Rather than using unrelated notations and methods for different aspects of the program, the models in our method are all instances of a single meta- model. This provides a unified way of describing both the models and the system that is constructed using these models. It also leads to a simple and elegant implementation method. The method has been used extensively to construct medium and large-scale programs that are now in operational use in different countries.

We first describe how multiple models can be used for software development effectively in Section 2. We illustrate this using two examples: one using different models in the construction of program analyzers (Section 3) and another using multiple models to decompose a large problem into smaller components (Section 4). Finally, we discuss some problems that remain to be solved when using this approach in Section 6.

# The use of modeling for software development

The formal refinement [7] of a program starts with an abstract specification *A* which is to be transformed into a concrete implementation *C*. This abstract specification is refined by adding operational detail at each step to arrive at a final implementation.

*A → ··· Si → Si*+1 *··· → C*

In these steps, *Si*+1 is a refinement of *Si* and *Si* is an abstraction of *Si*+1. Since refinement and abstraction are transitive relations, an intermediate spec- ification *Si* is both a refinement of *A* and an abstraction of *C*.

Each intermediate specification *Si*+1 can be derived from *Si* using rules of refinement. It is also possible to formally prove that *C* is a correct implemen- tation of *A* in relation to an explicit or implicit underlying semantic model

*M*. Thus formal refinement take place entirely within one model, i.e. one instance *A* of a single model *M*.

In practice, formal refinement is hard to use for programs of any apprecia- ble size (say greater than 10*,* 000 *−* 20*,* 000 lines of code) and the method does not scale up to software development in the large.

The modeling approach constructs *A* using different abstract *views A*1 *··· An*, each defining a set of properties: e.g. structural simplicity, effi- ciency of implementation and performance. A view, *Ai*, is an instance of a more general structure which can be represented as a model *Mi*, e.g. a state transition model for sequences of operations or an entity-relationship model for representing data. Note that *A* may not be available separately: *A* is used here to represent what we can informally call the ‘composition’ of the views *A*1 *··· An*.

A view is the means by which one set of abstract properties is imple- mented through a corresponding set of mechanisms, i.e. transforming each *Ai*

into a corresponding implementation *Ci*. The program level composition of *C*1 *··· Cn* gives *C*, which is intended to be an implementation of *A*. Each *Ai* can be transformed into *Ci* manually or by using formal or informal steps of refinement, but this is then required to be done for each such program.

Instead, we make use of the model *Mi*, of which *Ai* is an instance, and implement general transformations for the model. These transformations can be applied to all instances of *Mi*. Defining transformations at the level of *Mi*, rather than for each instance *Ai* of the model, makes it possible to scale-up the method and handle large programs.

**Example:** *Let A be an abstract specification of a compiler. A can be de- composed to represent the separate steps Ai in the compilation process. These steps are typically lexical analysis, syntax analysis, and code generation. Lex- ical analysis can be modelled by regular expressions (or a finite state transi- tion model) and syntax analysis by context-free grammars (with its underlying model). The model for code generation is usually defined informally.*

Compilers have successfully been built for large languages using such mod- els, showing that a multiple-model approach is suitable for scaling-up.

However, there are two obvious shortcomings of using different models. First, each step of refinement is performed informally, as the underlying model is not mathematically defined. Second, and more important, the different *Ai*’s are not necessarily orthogonal to each other. In such cases, there must exist a consistency relationship *R* for all representations of any property that appears in more than one *Ai*. We show how *R* is defined in Section 4.

# Models for Building Program Analyzers

Program analysis is an area where multiple models are used to represent dif- ferent sets of properties, e.g. syntactic properties and semantic properties. Each model encompasses a set of properties that are relatively complete and consistent. The models are related through the class of program objects that they describe.

Consider a software system that is implemented as a program in a language *L* with well-defined semantics. Using the semantic model of the programming language *L* as the underlying theory, a proof-system for *L* can be built and used to prove the properties of programs in *L* (Figure 1).

In practice, however, one may not need a full-fledged proof-system for programming language *L*. In many situations, it may be sufficient to have only a weak proof-system which can check for some statically determinable properties of a program *P* in *L*. Many theories [6,5,2,3] have been proposed for program analysis, or the process of statically determining a program’s properties.

Every program *P* in *L* has two *views*, a structural or syntactic view *PS*
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Fig. 1. A program and its proof system

and a semantic or analysis view *PA*. The language *L* itself has

* an abstract syntax model *LS* and
* a static semantic model *LA*.

*PS* and *PA* are instances of *LS* and *LA* respectively. This is similar to *Ai*

and *Mi* in Section 2.

We can generalize from language *L* to a family, *F*, of languages with ‘similar’ semantic models (such as the set of all imperative languages). When this is done, it is possible to describe *LA* and *LS* in terms of more general models:

1. A structural model of the program, *FS*, representing the abstract syntax of the languages in *F* but not representing the execution semantics of these languages.
2. A program analysis model, or a static semantic model *FA* of languages in *F*, which represents the theory of program analyses.

The models specific to language *L* are instances of the general models:

* *LA* is an instance of *FA* and
* *LS* is an instance of *FS*.

These two models or theories are not, and indeed cannot be, fundamentally independent. The single, but complex, semantic model of *L*, say *LM* has been projected into two simpler models, *LS* and *LA*, each of which is sound and complete. Moreover, these sub-models are related to each other through the underlying semantic model, *LM* (Figure 2).

The structural or syntactic model, *FS*, describes the syntactic views of the class of programming languages represented in *F*, and the relationships among them.

The theory of program analyses, *FA*, forms a model for all analyses possible
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Fig. 2. Program analysis framework as a weak proof system

for the languages in *F*. For a given analysis, the set of properties that hold at different nodes in *FS* forms a lattice *P* with a partial ordering *±*, where

*p*1 *± p*2 *⇒* (*p*1 *holds at node n ⇒ p*2 *holds at n*)*.*

For example, properties in *P* may be a set of tuples of identifiers and constants, where *{⟨x, c*1*⟩, ⟨y, c*2*⟩}* holds at *n ⇒ x* has a value *c*1 and *y* has a value *c*2 at *n*. 2

An analysis *LA* is a function from the abstract syntax *LS* to *P* , i.e.

*LA* : *LS → P*

The semantics of *L* is typically defined as a *semantic function* over *LS*. Thus, the denotational semantic description of *L* would be a function:

[[ *.* ]] : *LS → D*

where *D* is a set of *denotations* representing the behaviour of the program. Since an analysis is a ‘weaker’ version of the dynamic semantic model: it can be correct only if it is *consistent* with the semantic model. We now define

consistency formally.

For each analysis, an abstraction function *α* can be defined from denota- tions *D* to property values *P* , which define how a property relates to dynamic semantic values. That is

*α* : *D → P*

2 In such a lattice, *{⟨x, c*1*⟩, ⟨y, c*2*⟩} ± {⟨x, c*1*⟩, ⟨y, ⊥⟩}* where *⊥* represents *not a constant*. Similarly, *{⟨x, c*1*⟩, ⟨y, c*2*⟩} /± {⟨x, c*1*⟩, ⟨y, c*3*⟩}* where *c*2 */*= *c*3.

An analysis *LA* is said to be consistent (equivalently, *safe* [5]), iff

*∀x ∈ S. LA*(*x*) *± α*([[ *x* ]])

If the analysis predicts that some property *p* holds for some *x*, then it is *guaranteed* to hold at execution time. This constraint defines the relationship *R* (Section 2) which must hold for different models to be consistent with each other.

Projecting the complex semantic model **[** *.* **]** into the two simpler models, *LS* and *LA* and ensuring that *LA* is consistent with **[** *.* **]** enables us to apply the analysis to a *set* of similar languages (such as all imperative languages) and the set of program properties covered by a single theory of analysis uniformly.

* 1. *Darpan*

*Darpan* [12] is a program analysis framework based on projecting a complex model into multiple models, as shown in Figure 2. In this figure, Darpan can be viewed as the dotted box, which supports analysis of programs written in a family of related languages.

Here, the syntax, *FS* of the family of related languages corresponds to the notion of the model *Mi* of Section 2; similarly for *FA*, the analysis model. Note, that the syntax and analysis models of a *single* language *L* would cor- respond to the *Ai* of Section 2.

Darpan accepts a specification of the desired analysis (i.e. an *instance* of *FA*) and *generates* a program analyser corresponding to the specification. This analyser works on any instance of *FS* to produce the analysis results. As the analyser works on an instance of *FS*, it is independent of the source language in which the program was written. This also enables the analysis of programs which comprise different components in different languages. We have used Darpan-generated analysers to analyse programs which comprised components in C, C++ and Pascal. Figure 3 represents how Darpan generates analysers from specifications.

Darpan has been successfully used to analyse real-life programs for differ- ent applications such as *reverse-engineering* [9] (i.e. extracting some desired ‘meaning’ from a program) and *standards-checking* [13] (i.e. checking whether a program in a given language conforms to a set of defined programming rules).

# Relating Multiple Models

A complex system can be viewed in terms of different sets of properties. Each set of properties may require a different notation, with its own underlying model.

Consider a program *P* which is described using three specifications, *A*1, *A*2 and *A*3, with underlying models *M*1*, M*2 and *M*3 respectively, as discussed in Section 2. It is important to establish that *A*1*, A*2 and *A*3, are relatively consistent so that there is certainty that the representations do not conflict.
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Fig. 3. Darpan – an architecture diagram

Relative consistency between different representations *A*1*, A*2 and *A*3, may be defined as follows:

**Definition 4.1** If *p* is a property of *M* and *p* is represented in *M*1, *M*2 as

*p*1 and *p*2 then there must exist relations *R*1, *R*2, *R*12, *R*21 such that

*p*1 = *R*1(*p*)= *R*21(*R*2(*p*))

*p*2 = *R*2(*p*)= *R*12(*R*1(*p*))

Message Sequence Charts (MSC) [8] and state diagrams are two different notations used to specify the behaviour of a system. A message sequence chart *M* is a quintuple *⟨E, <, L, T, P⟩* where *E* is a set of events, *< ⊆ E × E* is an acyclic relation, *P* is a set of processes, *L* : *E → P* is a mapping that associates each event with a process, and *T* : *E → {s, r}* is a mapping that describes the type of each event (send or receive).

*<* is a partial ordering relation among *all* events that are described by an MSC. *<P* is an ordering among the events of a process *P* . Let *EP* =

*{e|e ∈ E ∧ L*(*e*) = *P}*, the set of events on *P* . *<P* can then be defined as:

*<P* =*< ∩*(*EP × EP* ). Note that *<P* defines a sequence of events over *P* .

Although MSCs and state-diagrams are two different views of the system they are not independent of each other. Both specify legal sequences of method invocations. Hence they have to be consistent.

**Example:** *Consider a simple central locking system (CLS) for a car. The system has a central control for two motors (RM, LM), one for the right door and another for the left door. The control may either lock both doors or unlock them.*

*The MSC corresponding to these is shown in Figure 4. The control sends asynchronous messages to both the motors to lock. Each motor sends a con- firmation after the locking operation is completed. Similarly, asynchronous*
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Fig. 4. A message sequence chart for central locking
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Fig. 5. State diagram for a motor for central locking

*messages are sent for unlocking the doors.*

*Each of the motors can be modeled by a state diagram, as shown in Fig- ure 5. This state diagram, say D, represents* all *the sequences of messages that a motor can receive. Let LD be the language accepted by the state diagram D.*

*The sequence of messages sent to each motor in the MSC must conform to the sequences of events that are allowed by the state diagram. This can be stated formally as <P ∈ LP . This ensures consistency between the MSC definition and the state diagram definition.*

# A Meta Modelling Framework

As seen from the two examples, there is a repeated need to view systems and programs at different levels of abstraction, and to relate these different views as aspects of a consistent whole. This suggests the need for a meta-model within which the different views can be related and integrated. For example,
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Fig. 6. Different views of a system with their models and meta-model

in Figure 6, the models *M*1*, M*2 and *M*3 can be related by defining them in terms of a meta-model *MM* .

*A*1, *A*2 and *A*3 are instances of models *M*1, *M*2 and *M*3 respectively. P is a composition of *P*1, *P*2 and *P*3, each of which is a refinement of *A*1, *A*2 and *A*3 respectively. This refinement is implemented by transformation functions *f*1, *f*2 and *f*3.

A meta-model that enables construction of models such as *LS* and *LA* in the example of Section 3, and MSCs and state diagrams in the example of Section 4, consists of entities, relations and rules.

*MM* = *⟨E, R, r⟩*

where

* *E* is a set of entity names, each of which represents a tuple of properties,
* *R* is a set of relations *E × E*, between entities,
* *r* is a set of well-formedness rules which must be satisfied for any instance of this model to be consistent.
  1. *Adex*

Adex [11] is a modelling framework that allows models and their instances to be specified. Adex supports three levels of modelling:

**Meta-modelling** This is similar to *MM* in Section 4. *MM* consists of meta- objects and meta-associations between the meta-objects.

**Modelling** This is to enable modelling of the *Mi*’s (Section 2) as instances of *MM* . These models contain objects and associations which are instances of the corresponding meta-objects and meta-associations. Adex also has a

language in which well formedness rules for these models *Mi* can be stated.

**Program modelling** These are instances of models *Mi* and correspond to *Ai* of Section 2. Objects and associations in this model are instances of the corresponding objects and associations of the corresponding model. Adex checks that all program models are well-formed according to the rules spec- ified in the corresponding model.

In addition, functions of the kind described as *f*1, *f*2 and *f*3 in Section 4 are defined to transform instances of models to corresponding fragments of a program. These functions can be implemented in a model traversal and transformation language supported by Adex. Thus, if *f*1 *f*2 and *f*3 are correct, then *P*1, *P*2 and *P*3 will always be a correct refinement of *A*1, *A*2 and *A*3.

Adex is the modelling repository for the program development environ- ment, MasterCraft [14], where UML is used to represent models. The meta modelling capability of Adex has enabled different modelling notations to be supported, such as entity-relation (E-R) models and even combinations be- tweem E-R and UML models.

# Discussion

The modelling technique described in this paper has been successfully applied to data-modelling and transforming data-models to their corresponding pro- gram fragments. However, any large program model consists of a behavioural model and a static or data-model.

The technique therefore needs is being extended to cover behavioural spec- ifications. A comprehensive solution to this problem includes the following:

* Defining all the different kinds of behavioural specifications in a common notation, such as UML [10],
* Rules for defining the well-formedness of these models, and
* Transformation functions generate at implementations of these models.

Work along these lines has been described also in Harel [4] and Clark et al [1]. Further work still remains to apply such techniques to industrial scale problems

# Conclusions

In this paper, we have presented an approach to developing complex systems using multiple, related models. The models allow different sets of program properties to be represented as different views, or instances of models, that are derived from a common meta model. The technique has been used for developing large applications.

The use of multiple models brings many industrial problems within the scope of formal modelling. The method can be used by practising software

engineers and integrated into a software development lifecycle. Work is con- tinuing on developing the technique further to allow functional operations of the application to be modelled within the same framework.
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