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**Abstract**

Applicative bisimiliarity is a coinductively-defined program equivalence in which programs are tested as argument-passing processes. Starting with the seminal work by Abramsky, applicative bisimiliarity has been proved to be a powerful technique for higher-order program equivalence. Recently, applicative bisimiliarity has also been generalised to lambda calculi with algebraic effects, and with discrete probabilistic choice in particular. In this paper, we show that applicative bisimiliarity behaves well in a lambda-calculus in which probabilistic choice is available in a more general form, namely through an operator for sampling of values from *continuous* distributions. Our main result shows that applicative bisimilarity is sound for contextual equivalence, hence providing a new reasoning principle for higher-order probabilistic languages.

*Keywords:* Probabilistic Computation, *λ*-calculus, Continuous Distributions.

# Introduction

Program equivalence and refinement are central concepts in program semantics: giving meaning to programs has the positive effect of allowing one to *compare* pro- grams and to dub them *equivalent* whenever having the same semantics. But what comes first, the chicken or the egg? After all, *any* equivalence relation between program phrases implicitly gives meaning to a program through their equivalence class.

Among the many possible notions of program equivalence, Morris’ style contex- tual equivalence [[37](#_bookmark65)] has been considered as somehow canonical, being the largest,
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and thus coarsest, adequate and compatible relation between programs: *by con- struction*, one cannot do any better than that when trying to identify programs behaving the same. As such, contextual equivalence is accepted as the reference notion of equivalence in an higher-order scenario. When proving that two programs are actually equivalent, however, the universal quantification over all contexts (i.e. over all program environments) in the definition of contextual equivalence makes the proof burdensome, if not impossible.

This has stimulated the development of alternative techniques for program equiv- alence which, in one way or another, *get rid of* the aforementioned universal quan- tification. Examples are logical relations [[42,](#_bookmark70)[54,](#_bookmark78)[48](#_bookmark76)], applicative bisimilarity [[1](#_bookmark29)], and denotational semantics [[52,](#_bookmark79)[53](#_bookmark80)]. Traditionally, the first step in studying the nature of these notions of program equivalence consists, again, in proving compatibility and adequacy, from which inclusion in contextual equivalence easily follows. In some cases this comes more or less by definition, while in other cases, like the one of applicative bisimilarity, proofs of compatibility are nontrivial, and are typically carried out in indirect ways, by methodologies like the so-called Howe’s method [[21](#_bookmark49)]. Starting from Abramsky’s pioneering work on applicative bisimilarity [[1](#_bookmark29)], coinduc- tion has been proved to be a useful methodology for program equivalence in the context of pure *λ*-calculi.

All these (and others) techniques, give purely functional programming languages a clean semantics which makes it relatively easy to reason about them. Injecting various forms of effects (such as I/O, exceptions, or nondeterminism) complicates the matter considerably. Some of the aforementioned techniques for program equiv- alence have been proved to be remarkably robust in this respect, with contributions ranging from extensions encompassing *speciﬁc* notions of effect [[6,](#_bookmark34)[14,](#_bookmark42)[29,](#_bookmark53)[12,](#_bookmark40)[24](#_bookmark52)] to more abstract notions in which effects *of a certain kind* (e.g. algebraic effects [[43,](#_bookmark71)[44](#_bookmark72)]) are proved to work well in a given semantic framework [[11,](#_bookmark39)[20,](#_bookmark48)[5,](#_bookmark33)[55,](#_bookmark83)[23](#_bookmark51)].

One kind of effect which has received a lot of attention recently [[56,56](#_bookmark84)], but whose impact to the traditional techniques for program equivalence has been studied only marginally, is *continuous* probabilistic choice, i.e. the operation of sampling from continuous distributions. This by itself poses a challenge to the definition of an operational semantics, and thus to operationally-based techniques. Concerning the latter, the only contributions the authors are aware of are those by Culpepper et al. [[10,](#_bookmark38)[61](#_bookmark89)] on logical relations for a probabilistic *λ*-calculus with continuous distributions and scoring.

In this paper, we show that applicative (bi)simulation remains a sound methodol- ogy for program equivalence and refinement in presence of sampling from continuous distributions. We do it for a *λ*-calculus endowed with a very liberal recursive type system.

Noticeably, probabilistic bisimulation has been first defined in the abstract set- ting of discrete probabilistic transition systems, also known as labelled Markov chains [[28](#_bookmark54)], and later generalised to Markov decision processes [[7](#_bookmark35)]. The main tech- nical difficulty one faces when trying to turn probabilistic bisimulation into a notion of equivalence for higher-order *programs* consists in coming up with a sensible no-

tion of *lifting*, allowing to turn a relation between programs into a relation between program (sub)distributions [[39](#_bookmark67)]: there is a fundamental tension between the prop- erties one typically gets from the aforementioned abstract notions of bisimilarity, and those one *needs* in the proofs of congruence. This paper shows that there is indeed a point in which the two meet.

The rest of the paper is organised as follows. We begin our analysis with an example of a simple program transformation. Proving correctness of such a trans- formation, however, is nontrivial and requires the design of suitable operational techniques. We then introduce our main vehicle calculus, namely a probabilistic call-by-value *λ*-calculus with sum and recursive types (Section [2](#_bookmark2)), as well as its operational semantics (Section [2](#_bookmark2)). Section [4](#_bookmark9) introduces the relational calculus we will use to study notions of program equivalence and refinement. We instanti- ate such a framework to define contextual equivalence and approximation (Section [5](#_bookmark14)), and applicative (bi)simulation (Section [6](#_bookmark18)). We prove soundness of applicative (bi)similarity in Section [6](#_bookmark18). We conclude this paper with a short discussion on full abstraction (Section [7](#_bookmark28)).

* 1. *Warming Up*

Before entering into the technicalities of our anlaysis, we discuss a simple, yet non- trivial example of program equivalence in presence of continuous distributions. This way, we also introduce some features of the languages we are going to study.

We consider higher-order functional languages enriched with primitives for real- valued (measurable) functions and for sampling from continuous (and discrete) dis- tributions. For instance, the program normal *μ σ* samples a real number from the normal distribution with mean (encoded by the numeral) *μ* and standard deviation *σ*. Similarly, we can write a program poisson *μ* which samples a real number from the Poisson distribution with rate *μ*.

We can also take advantage of the higher-order nature of functional languages, and use arbitrary programs *eμ*, *eσ* to compute the mean and standard deviation of the normal distribution:

let *xμ* = *eμ* in (let *xσ* = *eσ* in (normal *xμ x*2 ))*.*

*σ*

Notice that *eμ*, *eσ* may be defined sampling from other distributions as in:

let *xμ* = (poisson *eλ* ) in (let *xσ* = (poisson *eλ* ) in (normal *xμ x*2 ))*.*

1 2 *σ*

This immediately raises the question of whether the order in which we evaluate (independent) expressions matter. That is, we ask whether the equivalence

let *x*1 = *e*1 in (let *x*2 = *e*2 in *e*3) *≡* let *x*2 = *e*2 in (let *x*1 = *e*1 in *e*3)

holds, assuming the variable *x*1 not to be free in *e*2, and similarity for *x*2 and *e*1. Such an equivalence is known as *commutativity*, and has been studied in [[56,](#_bookmark84)[57](#_bookmark85)] by

means of denotational methods, and in [[10,](#_bookmark38)[61](#_bookmark89)] by means of logical relations (in both cases, however, the target language also includes primitives for conditioning).

Let us now look at a more sophisticated example. Consider the following in- stances of the combinators map append, and zipwith:

map : (unit *→* real) *→ list*(unit) *→ list*(real)

append : *list*(real) *→ list*(real) *→ list*(real)

zipwith : (real *→* real) *→ list*(real) *→ list*(real) *→ list*(real)

where map is the usual combinator for mapping functions on lists, append is the usual function for appending lists, and zipwith is a combinator taking as input a binary operation and two lists (which, for the sake of the argument, we assume to have the same length), and returning the list obtained by the pointwise application of the operation to the elements occurring at the same position in both lists. Let now *zs* be a list of *n* elements of type unit (we use *zs* to generate lists of random numbers), and let us write *λ.e* : unit *→* real for the thunk of a program *e* : real. Is the following program transformation, which avoids a (possibly expensive) list traversing correct?

⎛ let *xs* = map (*λ.* normal *eμ*1 ) *zs* ⎞

*e*

2

*σ*1

*λx.*

⎜

2

*ys* = map (*λ.* normal *eμ*2 *σ*2 ) *zs* ⎟

⎝ in append *x* (zipwith (+) *xs ys*) ⎠

*e*

⎛ let *xs* = map (*λ.* normal (*eμ*

⎠

+ *eμ* ) (*e*2

+ *e*2

)) *zs* ⎞

*≡ λx.* ⎝

in append *x xs*

1 2 *σ*1 *σ*2

Proving the correctness of the above transformation requires to combine de- notational reasoning about probability measures with operational reasoning about program behaviour. On the one hand, the two programs above are values, so that looking at their computational behaviour in isolation is useless: in order to under- stand what these programs do we have to test them against any possible input the environment can pass them (which might have a probabilistic behaviour itself). On the other hand, such programs are somehow related by basic results in statistics (no- tably, given random variables with normal probability distribution *X*1 *∼ N* (*μ*1*, σ*2) and *X*2 *∼ N* (*μ*2*, σ*2), we have *X*1 + *X*2 *∼ N* (*μ*1 + *μ*2*, σ*2 + *σ*2)). As we will see, the

1

2 1 2

techniques we develop in this paper give a handy proof of correctness of the above

program transformation.

Now that the reader has some insights on the kind of problems we aim to solve in this work, we can start our formal analysis of program equivalence and refinement.

# A Calculus with Continuous Probabilities: Syntax

The target language of this work is a probabilistic fine-grain call-by-value [[34](#_bookmark62)] with finite sums and recursive types reminiscent of probabilistic PCF [[16,](#_bookmark44)[40](#_bookmark68)]. The syntax

and static semantics of ΛP is defined in Figure [1.](#_bookmark4)

Types of ΛP are built starting from a countable set of type variables (denoted by the letter *α* in Figure [1](#_bookmark4)) and the basic type real for real numbers, using finite sum, arrow, and recursive type constructors. In particular, in a type of the form *i∈I τi* we assume the letter *I* to stand for a finite set whose elements are denoted by ˆ*ı, j*ˆ*, . . .*. We write void and unit for the empty sum type and void *→* void,

Σ

respectively.

Terms of ΛP are divided in two classes: values and expressions (also called computations). Intuitively, a value is the result of a computation, whereas an expression is a value producer, i.e. a term that once evaluated may produce a value (the evaluation process might not terminate) as well as side effects (the latter being probabilistic). Accordingly, computations must be explicitly sequenced by means of the sequencing constructor let *x* = *−* in *−*.

We use judgments of the form Γ *▶*Λ *e* : *τ* for expressions, and Γ *▶V v* : *τ* for values. In a judgment of the form Γ *▶*Λ *e* : *τ* (resp. Γ *▶V v* : *τ* ), Γ denotes an environment,

i.e. a finite sequence *x*1 : *τ*1*,..., xn* : *τn* of distinct variables with associated *closed* types (we denote by *·* the empty environment), *τ* is a *closed* type, and *e* (resp. *v*) is an expression (resp. value) with free variables among Γ. Notice that we work with closed types only. We use the letter *e* (possibly with sup- and subscripts) to denote expressions, and *v* (possibly with sup- and subscripts) to denote values. We also refer to sequents Γ *▶*Λ *τ* as computation or expression sequents, and to Γ *▶V τ* as value sequents. When the distinction between values and expressions is not relevant, we generically refer to terms.

Each real number *r* is represented in ΛP by the value r. Additionally, ΛP is parametric with respect to a N-indexed family *C* of *countable* sets *Cn*, each of which contains (symbols for) measurable functions from R*n* to R. In particular, we assume standard real-valued arithmetic operations to be in *C*. We use letters *F, G,...* to denote elements in *Cn*. Notice that a function *F ∈ Cn* has values as arguments, rather than expressions. Indeed, we can encode the expression *F* (*e*1*,..., en*) as [4](#_bookmark3) let *x*1 = *e*1 in (let *x*2 = *e*2 in *...* (let *xn* = *en* in *F* (*x*1*,..., xn*))).

Finally, the expression sample stands for the uniform distribution over the unit interval, which is nothing but the Lebesgue measure *λ* on [0*,* 1]. As it is shown in e.g. [[40,](#_bookmark68)[16](#_bookmark44)], starting from sample it is possible to define several probabilistic measures (e.g. binomial, geometric, and exponential distribution) using functions in *C*.

**Example 2.1** Given closed terms *eμ*, *eσ* of type real (encoding mean *μ* and stan- dard deviation *σ*) we represent the normal distribution with mean *μ* and standard deviation *σ* as the ΛP expression normal *eμ eσ*, where the term normalstd encodes the normal distribution with mean 0 and standard deviation 1. Notice that the

4 This encoding reflects the standard semantics of operations, where to evaluate an expression of the form

*F* (*e*1*,..., en*) one first sequentially evaluates its arguments, proceeding from left to right.

expressions *eμ*, *eσ* may be themselves defined in terms of other distributions:

√

normalstd , let *x* = sample in (let *y* = sample in ( *−*2 log(*x*) cos(2*πy*)))

normal *eμ eσ* , let *xμ* = *eμ, xσ* = *eσ,y* = normalstd in ((*xσ ∗ y*)+ *xμ*)*.*

We adopt the standard syntactical conventions as in [[3](#_bookmark30)], notably the so-called variable convention. In particular, we denote by *FV* (*e*) (resp. *FV* (*v*)) the col- lection of free variables of *e* (resp. *v*) (notice that, e.g., in a term of the form case *v* of *{*fold *x → e}* the variable *x* is bound in *e*). We refer to closed expres- sions as *programs*. We denote by *e*[*v/x*] (resp. *vj*[*v/x*]) the capture-free substitution of the value *v* for all free occurrences of *x* in *e* (resp. *vj*) and identify terms up to renaming of bound variables. We extend the aforementioned conventions to types. For instance, we denote by *τ*1[*τ*2*/α*] the result of capture-avoiding substitution of the type *τ*2 for the type variable *α* in *τ*1. Finally, we use the notation Λ and *V* to denote the collections of all typable expressions and values, respectively.

Γ *▶V v* : *τ*

*r ∈* R

Γ *▶V v*1 : real *···* Γ *▶V vn* : real *F ∈ Cn*

Γ*,x* : *τ ▶V x* : *τ*

Γ *▶*Λ *v* : *τ*

Γ *▶V* r : real Γ *▶*Λ sample : real

Γ *▶*Λ *F* (*v*1*,..., vn*): real

Γ*,x* : *τ*1 *▶*Λ *e* : *τ*2

Γ *▶V λx.e* : *τ*1 *→ τ*2

Γ *▶V v*1 : *τ*1 *→ τ*2 Γ *▶V v*2 : *τ*2

Γ *▶*Λ *v*1*v*2 : *τ*2

Γ *▶*Λ *e*1 : *τ*1 Γ*,x* : *τ*1 *▶*Λ *e*2 : *τ*2

Γ *▶*Λ let *x* = *e*1 in *e*2 : *τ*2

Γ *▶V v* : *τ*ˆ*ı*

Γ *▶V ⟨*ˆ*ı, v⟩* : Σ*i∈I τi*

Γ *▶V v* : *i∈I τi* Γ*,x* : *τi ▶*Λ *ei* : *τ* (*∀i ∈ I*) Γ *▶*Λ case *v* of *{⟨i, x⟩ → ei}* : *τ*

Σ

Γ *▶V v* : *τ* [*μα.τ/α*] Γ *▶V* fold *v* : *μα.τ*

Γ *▶V v* : *μα.τ*1 Γ*,x* : *τ*1[*μα.τ*1*/α*] *▶*Λ *e* : *τ*2

Γ *▶*Λ case *v* of *{*fold *x → e}* : *τ*2

Fig. 1. Static semantics of ΛP.

# A Calculus with Continuous Probabilities: Semantics

The dynamic semantics of ΛP is given by a type-indexed family of evaluation func- tions J*−*)*τ* mapping programs of type *τ* to sub-probability measures over values of type *τ* . The collection of such measures can be abstractly described using the *sub-Giry monad G* [[18](#_bookmark46)], so that the evaluation function J*−*)*τ* will map a program *e ∈* Λ*τ* to a sub-probability measure J*e*)*τ ∈ G*(*Vτ* ). Additionally, since *GX* carries a measurable space structure whenever *X* does, we would like J*−*)*τ* to be a measurable function. For that to make sense, however, we first need to make Λ a measurable space itself. We follow [[57,](#_bookmark85)[50,](#_bookmark81)[16](#_bookmark44)] and rely on the measurable space structure of R*n* and coproducts in **Meas**, the category of measurable spaces [5](#_bookmark5) . Before entering into the details we recall some useful mathematical preliminaries.

* 1. *Mathematical Preliminaries: Stochastic Kernels and the Giry Monad*

In this section we recall some mathematical preliminaries which are needed in order to give ΛP dynamic semantics. Unfortunately, there is no hope to be comprehensive,

5 Another approach is given in [[8](#_bookmark36)], where the set of terms inherits a measurable structure from a syntax- oriented metric.

and thus we assume the reader to be familiar with basic measure theory [[45](#_bookmark73)], domain theory [[2](#_bookmark31)], and category theory [[35](#_bookmark63)].

We denote by **Meas** the category of measurable spaces and measurable func- tions, by **Set** the category of sets and functions, and by *ω***Cppo** the category of *ω*-cppo and continuous functions. Given a measurable space (*X,* Σ*X* ) with a mea- sure *μ* on it and a function *f* : *X →* [0*, ∞*], we denote by *X f* d*μ* or *X f* (*x*)*μ*(d*x*) the number in [0*, ∞*] obtained by Lebesgue integrating *f* over *X* with respect to *μ* (when clear from the context, we will omit the subscript *X*).

∫ ∫

In order to deal with nontermination, we work with sub-probability distributions rather than with full distributions. For instance, the measure JΩ) associated to the purely divergent expression Ω will naturally assign 0 to any measurable sets of values. Mathematically, this means working with the sub-Giry monad rather than with the (full) Giry monad.

**Definition 3.1** The sub-Giry functor *G* : **Meas** *→* **Meas** maps a measurable space (*X,* Σ*X* ) to (*GX,* Σ*GX* ), where *GX* is the set of all sub-probability measures on *X*, and Σ*GX* is the least *σ*-algebra making the Σ*X* -indexed family of maps eval*A* : *G*(*X*) *→* [0*,* 1], defined by eval*A*(*ν*) = *ν*(*A*), measurable. Measurable functions *f* : *X → Y* are mapped to *Gf* : *GX → GY* , where (*Gf* )(*ν*) *∈ GX* = *ν*(*f−*1(*−*)).

The functor *G* carries a monad structure, with unit *ηX* : *X → GX* given by Dirac measures (recall that for any *x ∈ X*, the Dirac measure *δx* on *X* is defined as *δx*(*A*)=1 if *x ∈ A*, and *δx*(*A*) = 0, otherwise), and multiplication *μX* : *GGX → GX* defined as *μ* (*M* )(*A*)= eval (*x*)*M* (d*x*), for *A ∈* Σ . Equivalently, we can use *G* to build a Kleisli triple [[35](#_bookmark63)] defining [6](#_bookmark6) *f†*(*ν*)(*B*)= *f* (*x*)(*B*)*ν*(d*x*), for *f* : *X → GY* . Actually, Fubini’s Theorem implies that *G* has the structure of a commutative monad, with double strength dst*X,Y* : *GX × GY → G*(*X × Y* ) mapping measures *μ ∈ GX*, *ν ∈ GY* to their product measure *μ ⊗ ν*.

*X* ∫*GX A* *X*

∫

A measurable function *f* : *X → GY* is also called a (stochastic) *kernel* [[38](#_bookmark66)] from *X* to *Y* , as we can uncurry *f* obtaining a map *fj* : *X ×* Σ*Y →* [0*,* 1]. We write **Kern** for the Kleisli category of *G*. The category **Kern** enjoys several nice properties [[38](#_bookmark66)]. In particular, the collection of measurable functions from *X* to *GY* carries an *ω*-cppo structure under the pointwise order *±* (i.e. *f ± g* if and only if *∀x ∈*

*X. ∀A ∈* Σ*Y . f* (*x*)(*A*) *≤ g*(*x*)(*A*)). The bottom element *⊥* is defined as the always zero distribution, whereas the least upper bound of an *ω*-chain (*fn*)*n≥*0 is defined as sup*n fn*. Additionally, the monotone convergence theorem and the very definition o∫f Lebesgue integratio∫n give the following identities: sup*n fn*d*ν* = sup*n fn*d*ν*,

∫ ∫

*fd*(sup*n νn*)= sup*n*

*f* d*νn*. Abstractly, this means that **Kern** is *ω***Cppo**-enriched

[[26](#_bookmark55)]. Finally, we recall that **Meas** is cartesian (although not cartesian closed) and that **Kern** has countable coproducts. For a countable family (*Xi,* Σ*Xi* ) of measurable spaces we denote by *i*(*Xi,* Σ*Xi* ) its coproduct.

6 Notice that the function mapping an element *x* in *X* to *f* (*x*)(*A*) *∈* [0*,* 1] is integrable.

* 1. *Evaluation Semantics*

We define a (type-indexed) map J*−*)*τ* : Λ*τ → G*(*Vτ* ) associating to each program *e ∈* Λ*τ* a (sub)probability measure over values in *Vτ* . We rely on the *ω***Cppo**- enrichment of **Kern** to deal with non-termination.

**Definition 3.2** Define the type-indexed family of (N-indexed) maps J*−*)(*n*) :Λ *→*

*τ τ*

*G*(*Vτ* ) as follows (for readability, we omit type annotations in J*−*)(*n*)):

J*e*)(0)(*A*)=0

J*v*)(*n*+1)(*A*)= *δv*(*A*)

J*F* (r1*,...,* r*n*))(*n*+1)(*A*)= JF(r1*,...,* rn))(*n*)(*A*)

Jsample)(*n*+1)(*A*)= *λ{r |* r *∈ A}*

J(*λx.e*)*v*)(*n*+1)(*A*)= J*e*[*v/x*])(*n*)(*A*)

Jlet *x* = *e*1 in *e*2)(*n*+1)(*A*)= ∫ J*e*2[*v/x*])(*n*)J*e*1)(*n*)(d*v*)

Jcase *⟨*ˆ*ı, v⟩* of *{⟨i, x⟩→ ei}*)(*n*+1)(*A*)= J*e*ˆ*ı*[*v/x*])(*n*)(*A*)

Jcase (fold *v*) of *{*fold *x → e}*)(*n*+1)(*A*)= J*e*[*v/x*])(*n*)(*A*)*.*

**Lemma 3.3** *For any type τ and natural number n, the map* J*−*)(*n*) *is a kernel.*

*τ*

**Proof.** [Sketch] First of all, we notice that for the statement of Lemma [3.3](#_bookmark8) to make sense, we first need to make Λ*τ* (as well as *Vτ* ) a measurable space. This can be done as in [[16,](#_bookmark44)[57](#_bookmark85)], taking advantages of coproducts in **Meas**. By observing that for

any expression Γ*,x* : *τ*1 *▶*Λ *e* : *τ*2, the map *e*[*−/x*] : *V*Γ*▶τ*

1

*→* ΛΓ*▶τ*2

is measurable,

one can easily show J*−*)(*n*) to be measurable. *2*

Additionally, we see that J*e*)(*n*) is actually an *ω*-chain in *G*(*Vτ*

*τ*

), so that we can

define J*e*)*τ*

*τ*

as sup*n*

J*e*)(*n*). In particular, due to *ω***Cppo**-enrichment of **Kern**, we can

replace all the occurrences of J*−*)(*n*) in Definition [3.2](#_bookmark7) with J*−*). As usual, where

possible we omit type subscripts in J*−*).

Having defined the operational behaviour of programs, we can finally move to the study of notions of program equivalence and refinement.

# Probabilistic Equivalence and Refinement

In the next sections we define notions of program equivalence and refinement for ΛP. Specifically, we introduce (probabilistic) contextual equivalence and approxi- mation, and (probabilistic) applicative (bi)similarity. Our main result states that applicative similarity (resp. bisimilarity) is a sound proof technique for contextual approximation (resp. equivalence).

Studying notions of program equivalence and refinement, it is useful to fix a proper notation and vocabulary for program relations. We do so following [[29,](#_bookmark53)[19](#_bookmark47)].

* 1. *Relational Calculus*

We use letter *R*, *S, . . .* to range over relations and write Rel(*X, Y* ) for the set of relations over *X* and *Y* . We call elements of Rel(*X, X*) *endorelations*. Given a relation *R ⊆ X × Y* and set *A ⊆ X*, we denote by *R*[*A*] the *R*-image of *A*, i.e.

*{y ∈ Y | ∃x ∈ A.* (*x, y*) *∈ R}*. For relations *R ⊆ X × Y* , *S ⊆ Y × Z*, we write *S ◦ R* for their composition, and denote by =*X* the equality relation on *X*. As usual, an endorelation *R ∈* Rel(*X, X*) is reflexive if =*X ⊆ R*, transitive if *R ◦ R ⊆ R*, and symmetric if *RT ⊆ R*, where *RT* denotes the converse or transpose of *R*. We also recall that Rel(*X, X*) carries a complete lattice structure with order given by set-theoretic inclusion.

Relational reasoning about programs oftentimes require to reason about open terms. It is thus useful to work with families of relations relating expressions typable within the same sequent. We refer to such (families of) relations as *term relations*.

**Definition 4.1** A term relation *R* associates to each computation sequent Γ *▶*Λ *τ* (resp. value sequent Γ *▶V τ* ) a relation Γ *▶*Λ *− R −* : *τ* (resp. Γ *▶V − R −* : *τ* ) between its inhabitants.

Formally, a term relation is thus an element in the set Rel = Γ*▶τ* Rel(ΛΓ*▶τ ,* ΛΓ*▶τ* )*×*Rel(*V*Γ*▶τ , V*Γ*▶τ* ). The latter inherits a complete lattice struc- ture from Rel(ΛΓ*▶τ ,* ΛΓ*▶τ* ) and Rel(*V*Γ*▶τ , V*Γ*▶τ* ) pointwise, this way allowing one to define term relations both inductively and coinductively. Concerning notation, we

write *R ⊆ S* if:

*∀*Γ*, e*1*, e*2*.* Γ *▶*Λ *e*1 *R e*2 =*⇒* Γ *▶*Λ *e*1 *S e*2*, ∀*Γ*, v*1*, v*2*.* Γ *▶V v*1 *R v*2 =*⇒* Γ *▶V v*1 *S v*2*.*

**Example 4.2** The identity term relation is defined by the (0-ary) rules: Γ *▶*Λ

*e* =Λ *e* : *τ* , Γ *▶V v* =*V v* : *τ* . Given term relations *R*, *S*, we define *S ◦ R* as follows:

Γ *▶*Λ *e*1 *R e*2 : *τ* Γ *▶*Λ *e*2 *S e*3 : *τ*

Γ *▶*Λ *e*1 (*S ◦ R*) *e*3 : *τ*

Γ *▶V v*1 *R v*2 : *τ* Γ *▶V v*2 *S v*3 : *τ*

Γ *▶V v*1 (*S ◦ R*) *v*3 : *τ*

The notions of a *preorder* and *equivalence* term relation are defined as usual. In fact, we say that a term relation *R* is reflexive if = *⊆ R*, transitive if *R ◦ R ⊆ R*, and symmetric if *RT ⊆ R* (where *RT* is defined in the obvious way).

Oftentimes we will be interested in defining relations between programs only. We denote by Rel0 the subspace *τ* Rel(Λ*τ ,* Λ*τ* ) *×* Rel(*Vτ , Vτ* ) of Rel, and refer to its elements as *closed term relations*. Every closed term relation *R ∈* Rel0 induces a term relation, called the *open extension* of *R*, as follows: given Γ *▶*Λ *e* : *τ* , let *γ* range over closed substitutions for Γ (i.e. for any variable (*xi* : *τi*) *∈* Γ, *γ*(*xi*) *∈ Vτi* ). Define:

Γ *▶*Λ *e*1 *R e*2 : *τ ⇐⇒ ∀γ. · ▶*Λ *e*1*γ R e*2*γ* : *τ.*

A similar definition can be given for values. Given a closed term relation *R*, we sometimes write (*R*Λ *, RV* ) to denote the (type-indexed families of) relations defining its action on expressions and values.

We tacitly require term relations to be closed under weakening, meaning that the following hold.

Γ *▶*Λ *e*1 *R e*2 : *τ*

Γ*,x* : *τ j ▶*Λ *e*1 *R e*2 : *τ*

Γ *▶V v*1 *R v*2 : *τ*

Γ*,x* : *τ j ▶V v*1 *R v*2 : *τ*

Notice that the open extension of a closed relation is indeed closed under weakening. In order to formalise compositional reasoning about program behaviour, we in- troduce the notion of a compatible term relation, i.e. of a term relation closed under

term constructors of ΛP.

**Definition 4.3** Given a term relation *R*, its compatible refinement *R* is defined by the rules in Figure [2](#_bookmark12). A term relation *R* is compatible if *R ⊆ R*, and a closed term relation is compatible if its open extension is.

^

^

Γ *▶V v*1 *R v*2 : *τ*

^

Γ*,x* : *τ ▶V x R*^ *x* : *τ* Γ *▶*Λ *v*1 *R*^ *v*2 : *τ* Γ *▶V* r *R*^ r : real Γ *▶*Λ sample *R*^ sample : real

Γ *▶V v*1 *R v′* : real *···* Γ *▶V vn R v′* : real

Γ*,x* : *τ*

*▶*Λ *e*

*R e* : *τ*

Γ *▶V v*1 *R v′* : *τ*1 *→ τ*2 Γ *▶V v*2 *R v′* : *τ*1

1 *n* 1 1 2 2 1 2

1 2

Γ *▶*Λ *F* (*v*1*,..., vn*) *R*^ *F* (*v′ ,...,v′* ): real

1

*n*

Γ *▶V λx.e*1 *R*^ *λx.e*2 : *τ*1 *→ τ*2

Γ *▶*Λ *v*1*v*2 *R*^ *v′ v′* : *τ*2

Γ *▶*Λ *e*1 *R e′* : *τ*1 Γ*,x* : *τ*1 *▶*Λ *e*2 *R e′* : *τ*2

1

2

Γ *▶V v*1 *R v*2 : *τ*ˆ*ı*

Γ *▶V v*1 *R v*2 : *τ* [*μα.τ/α*]

Γ *▶*Λ let *x* = *e*1 in *e*2 *R*^ let *x* = *e′* in *e′* : *τ*2 Γ *▶V ⟨*ˆ*ı, v*1*⟩ R*^ *⟨*ˆ*ı, v*2*⟩* : Σ

1

2

*i∈I*

*τi* Γ *▶V* fold *v*1 *R*^ fold *v*2 : *μα.τ*

Γ *▶V v R v′* : Σ*i∈I τi* Γ*,x* : *τi ▶*Λ *ei R e′* : *τ* (*∀i ∈ I*) Γ *▶*Λ case *v* of *{⟨i, x⟩ → ei} R*^ case *v′* of *{⟨i, x⟩ → e′}* : *τ*

*i*

*i*

Γ *▶V v RV v′* : *μα.τ*1 Γ*,x* : *τ*1[*μα.τ*1*/α*] *▶*Λ *e R e′* : *τ*2

Γ *▶*Λ case *v* of *{*fold *x → e} R*^ case *v′* of *{*fold *x → e′}* : *τ*2

Fig. 2. Compatible refinement.

Notice that *R*^ is indeed a term relation (notably, *R*^ is closed under weakening).

Definition [4.3](#_bookmark11) induces a monotone endofuction *−*^ on Rel which distributes over

composition (*S*^*◦ R* = *S ◦ R*) and transpose (*RT* = (*R*)*T*). In particular, a term relation is compatible if and only if it is a pre-fixed point of *−*. It is not hard to prove that the identity term relation of Example [4.2](#_bookmark10) is a pre-fixed point of *−*, and actually the least such. As a consequence, any compatible relation is reflexive.

^ ^ ^ ^

^

^

**Lemma 4.4** *The collection of compatible λ-term relations ordered by ⊆ has a com- plete lattice .*

Lemma [4.4](#_bookmark13) allows us to define compatible *λ*-term relations both inductively and coinductively. Another central notion dealing with term relation is the one of *substitutivity*.

**Definition 4.5** (i) A term relation *R* is *value-substitutive* if the following hold:

Γ*,x* : *τ*1 *▶*Λ *e*1 *R e*2 : *τ*2 *· ▶V v* : *τ*1

Γ *▶*Λ *e*1[*v/x*] *R e*2[*v/x*]: *τ*2

Γ*,x* : *τ*1 *▶V v*1 *R v*2 *· ▶V v* : *τ*1

Γ *▶V v*1[*v/x*] *R v*2[*v/x*]: *τ*2

(ii) A term relation *R* is *substitutive* if the following hold:

Γ*,x* : *τ*1 *▶*Λ *e*1 *R e*2 : *τ*2 *· ▶V v*1 *R v*2 : *τ*1

Γ *▶*Λ *e*1[*v*1*/x*] *R e*2[*v*2*/x*]: *τ*2

Γ*,x* : *τ*1 *▶V u*1 *R u*2 : *τ*2 *· ▶V v*1 *R v*2 : *τ*1

Γ *▶V u*1[*v*1*/x*] *R u*2[*v*2*/x*]: *τ*2

A closed relation is (value) substitutive if its open extension is. Moreover, we notice that the open extension of a closed term relation is trivially value-substitutive.

# Contextual Approximation and Equivalence

Contextual equivalence [[37](#_bookmark65)] equates programs that behave the same in any possible environment. The notion of an environment is formalised by means of *contexts*, which are, roughly speaking, terms with a hole to be filled in with the program we aim to test. In order to avoid syntactic bureaucracy, we follow [[29,](#_bookmark53)[19](#_bookmark47)] and give a property-based definition of contextual equivalence and approximation based on the notion of *(pre)adequacy*. For readability, from now on we write R for *V*real *∈* Σreal.

**Definition 5.1** Given a term relation *R*, we say that *R* is *preadequate* (resp. *ade- quate*) if:

*· ▶*Λ *e*1 *R e*2 : real =*⇒* J*e*1)(R) *≤* J*e*2)(R); (resp. *· ▶*Λ *e*1 *R e*2 : real =*⇒* J*e*1)(R)= J*e*2)(R))*.*

**Definition 5.2** Contextual approximation *≤*ctx (resp. contextual equivalencectx) is the largest compatible and preadequate (resp. adequate) term relation.

Definition [5.2](#_bookmark15) is not well-posed, as it is not clear whether such largest term relations exist. In fact, (pre)adequacy is not a monotone property, meaning that we cannot define *≤*ctx (resp.ctx) as the greatest fixed point of the (non-monotone) endofuction on Rel induced by Definition [5.2](#_bookmark15). Nonetheless, we see that the the union of compatible (pre)adequate term relations is itself a compatible (pre)adequate term relation.

Additionally, Definition [5.2](#_bookmark15) gives a proof principle for contextual approximation (resp. equivalence) resembling a coinduction proof principle. In order to prove that a term relation *R* is included in *≤*ctx (resp.ctx), it is sufficient to show that *R* is preadequate (resp. adequate) and compatible. Using such a proof principle it is a straightforward exercise to prove that *≤*ctx is a precongruence and thatctx is a congruence term relation.

**Example 5.3** Contextual equivalence gives the structural equalities in Figure [3,](#_bookmark17) as well the quasi-denotational law: *∀e*1*, e*2 *∈* Λ*τ .* J*e*1) = J*e*2) =*⇒ · ▶*Λ *e*1ctx *e*2 : *τ* . The quasi-denotational law can be used to export powerful results from measure theory, for instance (we slightly abuse notation by desequencing some computa- tions):

let *x*1 = (normal *eμ*1

2 ) in (let *x*2 = (normal *eμ*

2 ) in (*x*1 + *x*2))

ctx normal (*eμ*

*e*

*e*

+ *eμ* ) (*e*2 + *e*2 )

1 2 *σ*1 *σ*2

*σ*1

2

*σ*2

Combining such laws with the structural equivalences in Figure [3](#_bookmark17) we can prove non- trivial program equivalences. For instance, recalling the program transformation studied in Section [1.1,](#_bookmark1) we see that contextual equivalence gives correctness of the following program transformation, which avoid a list traversing.

⎛ let *xs* = map (*λ.* normal *eμ*1

*e*2 ) *zs* ⎞

, let *xs* = map (*λ.* normal (*eμ*

+ *eμ* ) (*e*2 + *e*2

)) *zs*

⎜⎝ *ys* = map (*λ.* normal *eμ*2 *e*2 ) *zs* ⎟⎠

*σ*1

ctx

*σ*2

in append *x xs*

1 2 *σ*1 *σ*2

in append *x* (zipwith (+) *xs ys*)

Similarly, we can prove the correctness of the program transformation studied in Section [1.1](#_bookmark1). Proving such equivalences and laws from first principles, however, is highly non-trivial. We will obtain these results relying on our notion of applicative bisimulation.

(*λx.e*)*v* ctx *e*[*v/x*]

let *x* = *v* in *e* ctx *e*[*v/x*]

let *x* = *e*1 in *e*2ctx *e*2 (*x /∈ FV* (*e*2))

let *x* = *e* in (let *y* = *e′* in *e′′*)ctx let *y* = *e′* in (let *x* = *e* in *e′′*) (*x /∈ FV* (*e′*)*,y /∈ FV* (*e*))

Fig. 3. Structural identities.

# Applicative (Bi)simulation

Abramsky’s applicative bisimilarity [[1](#_bookmark29)] tests programs as argument-passing pro- cesses, i.e. by allowing the environment to interact with a program by passing it arbitrary inputs only. In a probabilistic setting, however, the result of a program is not a value, but a subdistribution of values, meaning that we have to refine the con- ceptual apparatus behind applicative bisimilarity to take into account probabilistic behaviours.

Following [[58,](#_bookmark86)[22,](#_bookmark50)[33](#_bookmark60)], we look at notions of (bi)simulation in terms of relation lifting operations. Suppose we are given a term relation *R* such that *▶*Λ *e*1 *R e*2. How should we relate J*e*1), J*e*2) *∈ GVτ* ? Answering such a question means nothing more than finding a proper way to lift *RV* to *GVτ × GVτ* .

* 1. *Probabilistic Relation Lifting*

From an abstract perspective, what we need in order to define applicative (bi)similarity is to find a lifting from Rel(*X, Y* ) to Rel(*GX, GY* ). The literature on probabilistic equivalence abounds of such notions of lifting (the interested reader can consult [[39](#_bookmark67)] for an overview, and [[25](#_bookmark56)] for a more technical treatment). For our purposes, the kind of lifting we are interested in is one that allows applicative (bi)similarity:

* + 1. To be definable by coinduction;
    2. To be a preorder (resp. equivalence) term relation;
    3. To be a compatible and (pre)adequate term relation, and thus a sound proof technique for contextual approximation/equivalence.

The collection of notions of lifting satisfying these requirements has been identified in [[11](#_bookmark39)] with the one of *relators* or *lax extension* [[4,](#_bookmark32)[58](#_bookmark86)].

Unfortunately, finding non-trivial relators for the Giry monad has been proved to be extremely difficult, as the latter lacks some fundamental structural properties (notably, it does not preserve weak pullbacks [[39](#_bookmark67)]). Nonetheless, as first argued in [[60](#_bookmark87)], restricting the attention from arbitrary binary relations to *reflexive endorela- tions* allows one to define well-behaved notions of relation lifting for *G*.

At this point it is instructive to recall the standard notion of relation lifting proposed for *G* (see, e.g., [[25](#_bookmark56)]), and the kind of problems one faces when working with it. We also remark that the notions of lifting we are going to analyse are actually meant to model notions of program refinement, rather than equivalence. In fact, applicative bisimilarity can be defined in terms of applicative similarity, and compatibility of the former follows from compatibility of the latter.

**Definition 6.1** Given measurable spaces (*X,* Σ*X* ), (*Y,* Σ*Y* ), and a relation *R ⊆ X × Y* between them, we define Γ*R ⊆ GX × GY* as follows: Γ*R* = *{*(*ν*1*, ν*2) *| ∀A ∈* Σ*X. ∀B ∈* Σ*Y . R* [*A*] *⊆ B* =*⇒ ν*1(*A*) *≤ ν*2(*B*)*}*.

The map Γ : Rel(*X, Y* ) *→* Rel(*GX, GY* ) satisfies many interesting properties (see e.g. [[25](#_bookmark56)]), but fails to satisfy the inclusion Γ*S ◦* Γ*R ⊆* Γ(*S ◦ R*), which we refer to as *quasi transitivity*. Quasi transitivity ensures applicative similarity to be transitive. Most importantly, it is a central ingredient in Howe’s method [[21,](#_bookmark49)[41](#_bookmark69)], the standard technique used to prove applicative (bi)similarity to be compatible.

A counterexample to quasi transitivity of Γ is given in [[25](#_bookmark56)] (Example 4.15), taking advantage of the sets *X* and *Y* to be distinct (notably, taking *X* and *Y* to be the discrete and indiscrete space over the two-elements set, respectively). However, as we are interested in term relations, we can look at endorelations only. Moreover, as observed in [[60](#_bookmark87)], working with reflexive endorelations (which still form a complete lattice), it is possible to refine Γ in such a way to guarantee quasi transitivity.

**Definition 6.2** Given a measurable space (*X,* Σ*X* ), and a reflexive relation *R ⊆ X × X*, define Γ*R ⊆ GX × GX* as follows [7](#_bookmark20) : Γ*R* = *{*(*ν*1*, ν*2) *| ∀A ∈* Σ*X. R* [*A*] *⊆ A* =*⇒ ν*1(*A*) *≤ ν*2(*A*)*}*.

**Lemma 6.3** *Let* Rel=(*X, X*) *denote the complete lattice of endorelations on X. Then* Γ : Rel=(*X, X*) *→* Rel=(*GX, GX*) *satisﬁes the following properties, for all* *R, S ∈* Rel=(*X, X*)*.*

=*GX ⊆* Γ(=*X* ) (quasi reflexivity) Γ*S ◦* Γ*R ⊆* Γ(*S ◦ R*)*.* (quasi transitivity) *R ⊆ S* =*⇒* Γ*R ⊆* Γ*S.* (monotonicity)

7 Notice that *R* being reflexive, *R*[*A*] *⊆ A* implies *R*[*A*]= *A*.

The proof of Lemma [6.3](#_bookmark19) is straightforward. Remarkably, we can give another characterisation of Γ.

**Proposition 6.4** *Given μ, ν ∈ GX and R ∈* Rel=(*X, X*)*, we have:*

*μ* Γ*Rν ⇐⇒ ∀f* : (*X, R*) *−→*1

([0*,* 1]*, ≤*)*. f* d*μ ≤ f* d*ν,*

*X* *X*

∫ ∫

*where f* : (*X, R*) *−→*1

([0*,* 1]*, ≤*) *means that f is a measurable function (notice that*

[0*,* 1] *∼*= *G{∗}) such that xR y implies f* (*x*) *≤ f* (*y*)*.*

The proof of Proposition [6.4](#_bookmark21) goes essentially as in [[25](#_bookmark56)] (Proposition 4.4). See also [[51](#_bookmark82)]. Using Proposition [6.4](#_bookmark21) we can show that Γ is well-behaved with respect to the monad structure of *G*, and thus that it nicely interacts with sequencing (observe that Jlet *x* = *e*1 in *e*2)(*A*)= J*e*2[*v/x*])(*A*)J*e*1)(d*v*)= J*e*2[*−/x*])*†*J*e*1)(*A*)).

∫

**Lemma 6.5** *Given R ∈* Rel=(*X, X*)*, S ∈* Rel=(*Y, Y* )*, and measurable functions*

*f, g* : *X → Y , the following hold, for all x, y ∈ X and μ, ν ∈ GX*

*xR y* =*⇒ δx* Γ*R δy* (dirac) (*∀x*1*, x*2 *∈ X. x*1 *R x*2 =*⇒ f* (*x*1) Γ*S g*(*x*2)) =*⇒* (*μ* Γ*Rν* =*⇒ f†*(*μ*) Γ*S g†*(*ν*))

(bind)

Finally, Γ nicely interacts with the *ω***Cppo**-enrichment of *G*, allowing the fol- lowing induction principle.

**Lemma 6.6** *For any relation R ∈* Rel=(*X, X*)*, any ω-chain* (*μn*)*n≥*0 *in GX, and any ν ∈ GX, if μn* Γ*Rν holds for all n ≥* 0*, then* sup*n μn* Γ*R ν.*

We can now rely on Γ to define a suitable notion of applicative (bi)simulation.

* 1. *Applicative Similarly and Bisimilarity*

We are now ready to formally define our notion of an applicative (bi)simulation.

**Definition 6.7** A *reflexive* closed term relation *R* = (*R*Λ *, RV* ) is an applicative simulation if the following conditions hold:

*· ▶*Λ *e*1 *R e*2 : *τ* =*⇒* J*e*1) Γ*RV* J*e*2) (app eval)

*· ▶V* r1 *R* r2 : real =*⇒* r1 = r2 (app num)

*· ▶V λx.e*1 *R λx.e*2 : *τ*1 *→ τ*2 =*⇒ ∀v ∈ Vτ . · ▶*Λ *e*1[*v/x*] *R e*2[*v/x*]: *τ*2 (app abs)

*· ▶V ⟨*ˆ*ı, v*ˆ*ı⟩ R ⟨j*ˆ*, vj*ˆ*⟩* =*⇒* ˆ*ı* = *j*ˆ *∧ · ▶V v*ˆ*ı R vj*ˆ : *τ*ˆ*ı* (app inj)

*· ▶V* fold *v*1 *R* fold *v*1 : *μα.τ* =*⇒ · ▶V v*1 *R v*2 : *τ* [*μα.τ/α*]*.* (app fold)

Applicative similarity *≤*A is defined as the largest applicative simulation, whereas applicative bisimilarityA is the largest symmetric applicative simulation.

To see that *≤*A indeed exists, we define the endofunction [*−*] on the complete lattice Rel0 as follows:

*· ▶*Λ *e*1 [*R*] *e*2 *⇐⇒* J*e*1) Γ*RV* J*e*2)

*· ▶V* r1 [*R*] r2 : real *⇐⇒* r1 = r2

*· ▶V λx.e*1 [*R*] *λx.e*2 : *τ*1 *→ τ*2 *⇐⇒ ∀v ∈ Vτ . · ▶*Λ *e*1[*v/x*] *R e*2[*v/x*]: *τ*2

*· ▶V ⟨*ˆ*ı, v*ˆ*ı⟩* [*R*] *⟨j*ˆ*, vj*ˆ*⟩ ⇐⇒* ˆ*ı* = *j*ˆ *∧ · ▶V v*ˆ*ı R vj*ˆ : *τ*ˆ*ı*

*· ▶V* fold *v*1 [*R*] fold *v*1 : *μα.τ ⇐⇒ · ▶V v*1 *R v*2 : *τ* [*μα.τ/α*]*.*

We see that *R* is an applicative simulation if and only if *R ⊆* [*R*]. Besides, Γ being monotone, [*−*] is monotone as well, and thus it has a greatest fixed point which is

*≤*A.

**Remark 6.8** Notice that we have not required *RV ⊆ R*Λ for an applicative simula- tion *R* = (*R*Λ *, RV* ). However, it is straightforward to see that given such a simulation *R*, we can always extend *R*Λ adding the pairs of values (*v*1*, v*2) *∈ RV* still obtaining a simulation. This directly follows from condition ([dirac](#_bookmark22)). In particular, *≤*A *⊆ ≤*A .

*V* Λ

Applicative similarity being defined coinductively, it comes with an associated coinduction proof principle, which can be formally given as follows:

*∃R. R ⊆* [*R*] *· ▶*Λ *e*1 *R e*2 : *τ*

*· ▶*Λ *e*1 *≤*A *e*2 : *τ*

*∃R. R ⊆* [*R*] *· ▶V v*1 *R v*2 : *τ*

*· ▶V v*1 *≤*A *v*2 : *τ*

An easy application of the coinduction proof principle allows us to prove *≤*A to be a preorder term relation.

**Lemma 6.9** *Applicative similarity is reflexive and transitive.*

**Proof.** [Sketch] By coinduction, relying on the properties ([quasi reflexivity](#_bookmark19)) and ([quasi transitivity](#_bookmark19)). *2*

Additionally, we see thatA = *≤*A *∩* (*≤*A)*T*, so thatA is an equivalence term relation. In order to ensure compositionality, we need to prove *≤*A andA to be compatible term relations. We first prove that applicative similarity is compatible,

^

i.e. *≤*A *⊆ ≤*A. To achieve such a goal, we use Howe’s technique [[21,](#_bookmark49)[41](#_bookmark69)].

**Definition 6.10** Given a closed term relation *R*, the Howe extension of *R* is the term relation *RH* defined as the least solution to the equation:

*ρ* = *Ro ◦ ρ,*

^

where *Ro* denotes the open extension of *R*. Such a solution exists, since both *−o* and *−* are monotone endofunctions. More explicitly, we can inductively define *RH* by:

^

^

Γ *▶*Λ *e*1 *RH e*3 : *τ* Γ *▶*Λ *e*3 *R e*2 : *τ*

^

Γ *▶*Λ *e*1 *RH e*2 : *τ*

Γ *▶V v*1 *RH v*3 : *τ* Γ *▶V v*3 *R v*2 : *τ*

Γ *▶V v*1 *RH v*2 : *τ*

Notice that *RH* is not only the least solution to the equation *ρ* = *Ro ◦ ρ*, but actually to the inclusion *Ro ◦ ρ ⊆ ρ* [[29,](#_bookmark53)[32](#_bookmark61)]. The Howe extension of a reflexive and transitive (closed) term relation enjoys several interesting properties. In particular, it is a reflexive, compatible, and substitutive term relation.

^

^

**Lemma 6.11** *Let R be reflexive and transitive closed term relation. Then the fol- lowing hold:*

1. *Ro ⊆ RH.*
2. *Ro ◦ RH ⊆ RH*
3. *RH is compatible, and thus reflexive.*
4. *RH is substitutive.*

The proof of Lemma [6.11](#_bookmark25) is standard, and the reader is referred to [[41,](#_bookmark69)[29](#_bookmark53)] for details. We are finally ready to prove our first main result, namely that applicative similarity is a precongruence term relation. To achieve such a goal, we prove that (*≤*A)*H* (restricted to closed terms) is an applicative simulation, and it is thus con- tained in *≤*A. Since by Lemma [6.11](#_bookmark25) we have the opposite inclusion, we will conclude (*≤*A)*H* = *≤*A.

**Lemma 6.12 (Key Lemma)** *Given a reflexive and transitive closed term relation R, if R is an applicative simulation, then so is RH (restricted to closed expressions and values).*

**Proof.** [Sketch] By Lemma [6.11](#_bookmark25), *RH* is reflexive, and thus a possible candidate simulation. It is easy to see that *RH* (restricted to closed values) satisfies conditions ([app num](#_bookmark24))-([app fold](#_bookmark24)). It thus remain to prove ([app eval](#_bookmark24)), i.e. *· ▶*Λ *e*1 *R e*2 : *τ* =*⇒* J*e*1) Γ*RH* J*e*2). Since J*e*1) = sup*n*J*e*1)(*n*) we can appeal to Lemma [6.6](#_bookmark23), and prove the statement: *· ▶*Λ *e*1 *RH e*2 : *τ* =*⇒ ∀n ≥* 0*.* J*e*1)(*n*) Γ*RH* J*e*2)*.*

*V*

*V*

*V*

We proceed by induction on *n*. The base case is trivial. The inductive step is proved by case analysis on the derivation of *· ▶*Λ *e*1 *RH e*2 : *τ* , which in turn gives a case analysis on *RH* . A central role is played by the inclusion Γ*R ◦* Γ*RH ⊆* Γ*RH* (which directly follows from Lemma [6.11](#_bookmark25) by monotonicity of Γ). Sequencing is handled as in [[11](#_bookmark39)], relying on property ([bind](#_bookmark22)), whereas the cases for measurable functions and numerals follows by condition ([dirac](#_bookmark22)). All other cases follow by in- duction hypothesis, relying on substitutivity of *RH* . *2*

^

**Theorem 6.13** *Applicative similarity is a precongruence term relation and a sound proof technique for contextual approximation.*

**Proof.** It is sufficient to show that *≤*A is compatible and preadequate. By Lemma

[6.12](#_bookmark26) and Lemma [6.11](#_bookmark25) we know that (*≤*A)*H* = *≤*A when restricted to closed terms. This also holds on arbitrary terms, since (*≤*A)*H* is substitutive and, dealing with closed values only, sequential and simultaneous substitution coincide. As a conse- quence, the open extension of applicative similarity coincides with (*≤*A)*H* , and thus it is compatible. To see that *≤*A is preadequate, simply observe that *≤*A [R]= R. *2*

*V*

Finally, sinceA = *≤*A *∩* (*≤*A)*T*, we see thatA is compatible and adequate, and thus a sound proof technique for contextual equivalence.

**Theorem 6.14** *Applicative bisimilarity* A *is a congruence term relation and a sound proof technique for contextual equivalence.*

Finally, we observe that we can useA to prove the equalities and laws in Example [5.3](#_bookmark16). In particular, the commutativity equation follows by commutativity of *G*, whereas the soundness of the program transformation of Section [1.1](#_bookmark1) can be proved combining the quasi-denotational law with congruence properties ofA, by passing the two programs an arbitrary value as input.

# Digression: Towards Full Abstraction

Theorem [6.14](#_bookmark27) states that applicative bisimilarity is sound for contextual equivalence: is it also fully abstract (i.e.A =ctx)? In [[9](#_bookmark37)] this question is answered in the affirmative for a *λ*-calculus with sampling from *discrete* probability distributions. Such a result is proved going through *testing equivalence* [[15,](#_bookmark43)[28](#_bookmark54)], showing that tests can be implemented as *λ*-term contexts (meaning that testing equivalence includes contextual equivalence), on one hand, and that applicative bisimilarity coincides with testing equivalence, on the other hand.

The latter result has been proved in full generality in [[60](#_bookmark87)] relying on nontrivial results from domain theory, category theory, and measurable space theory. Re- markably, the equivalence between bisimilarity and testing equivalence holds not only for Markov chains, but also Markov processes, hence suggesting the possibility of proving full abstraction of applicative bisimilarity also in the continuous case. In fact, it is not hard to see that the operational semantics of ΛP induces a (labelled) Markov process on terms, so that one naturally obtains notions of bisimilarity and testing equivalence for it. However, there is a fundamental difference between such a Markov process and the ones studied in [[60](#_bookmark87)]. The former has *uncountably* many labels, whereas the latter requires the of labels to be *countable*.

Indeed, given a state *λx.e* of the Markov process, in order to model applicative

bisimulation we need to consider transitions of the form *λx.e −→v e*[*v/x*], meaning

that the set of labels of the Markov process needs to contain (at least) all closed values, which are uncountably many.

A natural way to fix such a problem is to work with (uncountably many) forms of ‘countable’ bisimilarity relationsA , where *E* is a *countable* set of labels of

*E*

A A A

the Markov process, and to work with

*E E* in place of. Showing

*E E*

to be well-behaved, however, turns out to be highly nontrivial and to require the (abstract) identity Γ( *i∈I Ri*)= *i∈I* Γ*R*. Up to this point, the authors do not know whether such an identity holds, and leave further investigations on full abstraction as future work.

# Conclusion

In this paper, we gave a notion of applicative bisimilarity for higher-order languages endowed with an operator performing sampling from *continuous* distributions. We proved that applicative bisimilarity is adequate and compatible, and thus sound for contextual equivalence. As far as the authors know, this is the first contribution on coinductive notions of equivalence for continuous probabilistic *λ*-calculi. We also gave evidence on the effectiveness of the introduced methodology by proving some nontrivial example equivalences. It is also interesting to notice that we can modify our framework to prove soundness of *open* (also known as *normal form*) bisimilarity [[49,](#_bookmark77)[30](#_bookmark58)], along the lines of [[27](#_bookmark57)] (although we should remark that ‘standard’ open bisimilarity is not very well-suited for typed languages [[31](#_bookmark59)]).

## Related Work

Higher-order programming languages featuring sampling from continuous dis- tributions have received quite some attention in the last ten years, due to their use as idioms for bayesian programming. This has stimulated the study of opera- tional [[8,](#_bookmark36)[46,](#_bookmark74)[40](#_bookmark68)] and denotational [[56,](#_bookmark84)[57,](#_bookmark85)[16,](#_bookmark44)[59](#_bookmark88)] kinds of semantics for these languages. Recently, contextual equivalence and logical relations have been introduced and proved to coincide both in presence and in absence of full recursion by Culpepper et al. [[10,](#_bookmark38)[61](#_bookmark89)]. Such logical relations require to test programs against any possible evaluation context, a feature reflected by their characterisation as CIU equivalence [[36](#_bookmark64)]. This makes reasoning with and about logical relations quite difficult. How- ever, it is important to stress that such logical relations are defined for languages with conditioning (which makes program equivalence and semantics considerably harder), a feature not present in ΛP.

## Future Work

A feature which is absent here, but which is desirable in fully-fledged proba- bilistic programming is conditioning, for example as expressed as a form of *scor- ing*. Coming up with an operational semantics for an extension of our *λ*-calculus with a scoring operator would be relatively easy, through the notion of s-finite ker- nel [[56,](#_bookmark84)[57](#_bookmark85)]. The latter, however, seem not to carry a monad structure. A better choice might be to work with the monad *G*(R*∞ × −*) associating to each expression a probability measures over (measurable sets of) pairs score-value. However, find- ing a way to compare such measures seems nontrivial. Of course, one can define a

*≥*0

relation lifting for *G*(R*∞*

*≥*0

*× −*) composing Γ with the ‘canonical’ relation lifting for

*∞ × −*, the latter being nothing but an instance of the output monad. Such a

R

*≥*0

lifting, however, is too fine-grained, as related values are required to have the same score. A better lifting of a relation *R* might be obtained requiring the expectations

of the scores in *R*-closed measurable subsets of R*∞*

*≥*0

*×−* to be equal. Proving such

a notion of lifting to be well-behaved is, however, nontrivial.

Finally, a further extension of the present work is the design of behavioural distances for probabilistic languages, possibly along the lines of [[47,](#_bookmark75)[13,](#_bookmark41)[17](#_bookmark45)].
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