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**Abstract**

A bracket abstraction is a syntactic operator to abstract variables in combinatory logic. There are different algorithms for different combinator systems. In this paper we present a recursive algorithm scheme, which generates a family of brackets abstractions, in which all the bracket abstractions referenced here are found. In addition, theorems with certain hypotheses are enunciated about the scheme, which state that the resulting abstraction operators, has one property or another. Thus forming a criteria for designing bracket abstractions that comply with a given property.

*Keywords:* Bracket Abstraction; Recursive Scheme, Combinators, Injectivity.

# 1 Introduction

The combinatory logic can be understood as a rewriting system [[1](#_bookmark16)], on an application language with variables and constants. Application language is understood as a language *AL*(*V ar,* Σ*Z*) with a set of variables *V ar* and a signature Σ*Z* := *Z ∪ {.}* consisting of a binary operator *.* and a set of constants *Z*. The description is recursively

* If *p ∈ V ar* or *p ∈ Z* then *p ∈ AL*(*V ar,* Σ*Z*),
* If *p, q ∈ AL*(*V ar,* Σ*Z*) then *p.q ∈ AL*(*V ar,* Σ*Z*).

To simplify notation, it is assumed that the association is made to the left and

*pq* denotes *p.q*.
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The language of lambda terms *λ*-*term*(*V ar,* Σ*λZ* ) is such that it hasa signature

Σ*λZ* := [

*x∈V ar*

*{λx.}∪{*(*.*)*}∪Z* and is recursively defined as *AL*(*V ar,* Σ*Z*), but adding

that if *p ∈ λ*-*term*(*V ar,* Σ*λZ* ) then *λx.p ∈ λ*-*term*(*V ar,* Σ*λZ* ). This definition implies

that *AL*(*V ar, Z*) *⊂ λ*-*term*(*V ar,* Σ*λZ* ).

The concept of bound and free variable are those that are defined in [[2](#_bookmark17)]. To simplify notation, given *t ∈ λ*-*term*(*V ar,* Σ*λZ* ), we will write *x ∈ t* and *x ∈ V ar*(*t*) to say that *x* occurs as a free variable and occurs as a free or bound variable respectively, in *t*.

On *λ*-*term*(*V ar,* Σ*λZ* ), if *x ∈ V ar* and *p ∈ λ*-*term*(*V ar,* Σ*λZ* ), the simple substi- tution operator is defined as follows

* *x < p|x >*:= *p* if *x ∈ V ar*,
* *y < p|x >*:= *y* if *y ∈ Z* or, *y ∈ V ar* and *x /*= *y*,
* (*qr*) *< p|x >*:= *q < p|x > r < p|x >*,
* (*λx.q*) *< p|x >*:= *λx.q*,
* (*λy.q*) *< p|x >*:= *λy.*(*q < p|x >*) if *x /*= *y*.

In this way since *AL*(*V ar,* Σ*Z*) *⊂ λ*-*term*(*V ar,* Σ*λZ* ), then *< p|x >* is also defined in *AL*(*V ar, Z*).

In lambda calculus it is usual to consider that two equal terms, except for the name of their bound variables, are equivalent. This relationship is denoted *≡α* and recursively defined as:

* If *u ∈ V ar ∪ Z*: *u ≡α uj* if and only if *u* = *uj*,
* If *u* = *pq*: *u ≡α uj* if and only if *uj* = *pjqj*, with *p ≡α pj* and *q ≡α qj*
* If *u* = *λx.v*: *u ≡α uj* if and only if *uj* = *λy.vj* with

(*∃A ⊆ V ar ∧ A* finite) such that

(*∀z ∈ V ar \ A*)(*v < z|x >≡α vj < z|y >*) *.*

We denote as Λ the set *λ*-*term*(*V ar,* Σ*λZ* )*/ ≡α*, and given *p, q ∈* Λ and *x ∈ V ar*, we define the *α* substitution *q*[*p|x*], as the class of Λ, of the terms *qj < pj|x >*, where *qj* and *pj* are in the class of *q* and *p* respectively, and *qj* has names of its bound variables, which avoid variable capture. If in *q* there are no *λ* abstractions, then [*p|x*] behaves isomorphic to *< p|x >*, so to unify notation, we will use [*p|x*] to also refer to the operator *< p|x >* in *AL*(*V ar,* Σ*Z*). The concept of reduction *→β* in Λ, is the same as in [[3](#_bookmark18)].

A combinator is a lambda term without free variables and without constants. Usually some combinators are abbreviated by constant symbols of *Z*, when this is the case, it is said that *AL*(*V ar,* Σ*Z*) is a combinatory logic language and is denoted rather as *CL*(*V ar,* Σ*Z*).

On *CL*(*V ar,* Σ*Z*) the rewriting relation *→*0 is defined such that, if *C ∈ Z* is a combinator, then *⟨Cp*1*p*2 *... pn, t*2*⟩ ∈→*0 if and only if, *n* is the least natural, such that it is possible to apply several *β* reductions to *Cp*1*p*2 *... pn*, only in redex caused

by the *λ* abstractions of *C*, until all the sub-term *C* disappears, which results in the term *t*2.

For example, the combinator *S* := *λx.λy.λz.*(*xz*)(*yz*) fulfills that 3 is the least natural to make *Sp*1*p*2*p*3 *→β* (*λy.λz.*(*p*1*z*)(*yz*))*p*2*p*3 *→β* (*λz.*(*p*1*z*)(*p*2*z*))*p*3 *→β* (*p*1*p*3)(*p*2*p*3) where all the sub-term *S* disappeared. Using the above definition, it is true that *Sp*1*p*2*p*3 *→*0 (*p*1*p*3)(*p*2*p*3).

Other commonly used combinators are *I* := *λx.x*, *K* := *λx.λy.x*, *B* :=

*λx.λy.λz.x*(*yz*) and *C* := *λx.λy.λz.xzy*.

The relation *→* in *CL*(*V ar,* Σ*Z*) is the smallest one that contains *→*0 and pass to the context (terminology of [[3](#_bookmark18)] in French). To pass to the context means that, if *t → tj*, then *λx.t → λx.tj*, *ut → utj* and *tu → tju*.

The central definition of this work is the bracket abstraction of a single vari- able, which is a syntactic operator that given *x ∈ V ar* and combinatory term *t ∈ CL*(*V ar,* Σ*Z*), returns a new term in *CL*(*V ar,* Σ*Z*), denoted [*x*]*t*, which satisfies:

* *FreeV ar*([*x*]*t*)= *FreeV ar*(*t*) *\ {x}*
* ([*x*]*t*)*p →∗ t*[*p|x*]. (The abbreviation **BA** will be used to refer to this property)

**Remark 1.1** Some authors use [*x*]*t* =*βη λx.t* instead of **BA** for the previous defi- nition.

The original idea of the bracket abstraction was introduced in [[4](#_bookmark19)], which although in [[4](#_bookmark19)] there is no explicitly an algorithm to calculate [*x*]*t*, a calculation strategy can be implicitly inferred. Although it was Curry [[5](#_bookmark20)] who made this algorithm explicit, it has been called by the community as the Sch¨onfinkel algorithm (abbreviated with *SH*). This algorithm is defined recursively as follows:

* [*x*]*x* := *I*,
* [*x*]*p* = *Kp* if *x /∈ p*,
* [*x*]*px* = *p* if *x /∈ p* (*η* rule),
* [*x*]*pq* = *C*([*x*]*p*)*q* if *x ∈ p* and *x /∈ q*,
* [*x*]*pq* = *Bp*([*x*]*q*) if *x /∈ p* and *x ∈ q*,
* [*x*]*pq* = *S*([*x*]*p*)([*x*]*q*) if *x ∈ p* and *x ∈ q*.

(When there is ambiguity about which rule to use, the one that is listed first is used)

Over the years, other algorithms were defined in different combinator systems, each with certain properties, and in this work, to differentiate one algorithm from another, [*x*]*A* will be written where sub-index *A* indicates the algorithm used. For example, in [[5](#_bookmark20)], in order to simplify the foundations of combinatory logic, a simpler algorithm (which he called *fab*) was defined as follows:

* [*x*]*fabx* := *I*,
* [*x*]*fabp* = *Ky* if *p ∈ V ar* and *p /*= *x*,
* [*x*]*fabpq* = *S*([*x*]*p*)([*x*]*q*).

By replacing *I* in the first rule with *SKK*, we have the Hilbert algorithm (*H*), named for being isomorphic (by Curry-Howard correspondence) to the algorithm that converts the natural deduction inference rule, into a derivation in the Hilbert system. Also a variant to *fab* was made in the same book of Curry [[5](#_bookmark20)], called *abf* , is defined by changing the condition of the second rule by *x /∈ p*. A variant to *abf* was made in the book of Hindley and Seldin (*HS*) [[6](#_bookmark21)] in which add the rule *η* to *abf* .

Functional languages are usually interpreted in a combinator machine, so al- gorithms for computing bracket abstractions are important for the implementa- tion of functional languages, because they induce a *<>A*: *λ*-*term*(*V ar,* Σ*λZ′* ) *→ CL*(*V ar,* Σ*Z*) translation, defined as follows:

*< p >A*= *p* if *p ∈ V ar* or *p ∈ Zj*

*< pq >A*=*< p >A< q >A*

*< λx.p >A*= [*x*]*A < p >A*

(*Z* is *Zj* plus the symbols representing combinators)

The properties studied in this work on bracket abstractions and different trans- lations to combinators, are the following:

**WD**: If *p, q ∈ λ*-*term*(*V ar,* Σ*λZ′* ) then *p ≡α q ⇒< p >A*=*< q >A*

**SC**: If *q, t ∈ λ*-*term*(*V ar,* Σ*λZ′* ) and *x ∈ V ar* then *< p*[*t|x*] *>A*=*< p >A* [*< t >A |x*]

**SBA**: ([*x*]*Ap*)*t → p*[*t|x*]

**I**: If *p, q ∈ λ − term*(*V ar,* Σ*λZ′* ) then *< p >A*=*< q >A⇒ p ≡α q*.

The **WD** property is fulfilled by all bracket abstraction, and states that an Λ translation would be **W**ell **D**efined as follows:

*<>*Λ:Λ *→ CL*(*V ar,* Σ*Z*)

*< p >*Λ=*< pj >*

*with pj any representative of p*

The **SC** property states that the **S**ubstitution **C**ommutes with respect to *<>A*. The **SBA** property is a **S**tronger property than **BA**. Property **I** states that the translation *<>*Λ, with domain in Λ, is **I**njective.

* 1. *Contribution*

As mentioned in the previous section, there are several algorithms for bracket ab- straction, but there is no unified theory to generalize all these algorithms, in fact the properties described in the previous section are demonstrated from scratch for each algorithm and combinator system. In this way, these types of demonstrations are repeated over and over throughout the bibliography.

In this work, a recursive algorithm scheme is defined that defines in general, an infinite family of bracket abstractions, where all the bracket abstraction of the bibliography referenced here are found. On this scheme a unified theory is developed

to demonstrate the properties described in the previous section, indicating for each of them, which are the hypotheses that must be assumed on the scheme, for the property to be true.

The defined scheme can be used as a basis when designing a new abstraction algorithm, since depending on the desired properties, the scheme and the hypotheses of the theorems that guarantee the compliance of the properties, would be a criterion to take in mind, during the design of the new algorithm.

On the other hand, here are criteria that the recursive scheme must have, in order for **I** to be fulfilled, a property that is apparently irrelevant for the compila- tion of functional languages, and therefore has not been studied by other authors. However, it is relevant together with the **SBA** property, since they *almost* estab- lish an isomorphism of rewriting systems between Λ and the image of *<>*Λ. With the bracket abstraction of Broda and Damas (which will be denoted [*x*]*BD*), it is shown in [[7](#_bookmark22)], that **SBA** is almost fulfilled (see Remark [4.17](#_bookmark15)), but this paper shows that eliminating the *η* rule of this bracket abstraction (algorithm that will be de- noted *BD−η*), then **SBA** is fulfilled. With the **I** and **WD** properties, in Broda and Damas’s bracket abstraction without *η* rule, a lambda calculus normalization algorithm was designed, and implemented in the web application [[8](#_bookmark23)].

Property **I** and **WD** suggest an algorithm to decide whether two terms *p, q ∈ λ*-*term*(*V ar*) are *α*-equivalent. This algorithm consists in computing the image of both terms by the function *<>*, and if those are equal, then they are *α*-equivalent and otherwise they are not. This algorithm is the one used in [[8](#_bookmark23)], to avoid that two *α*-equivalent versions of the same term are stored in the terms database.

Additionally for those bracket abstraction that comply with **I**,a *<>−*1 algorithm is enunciated to calculate the inverse of *< t >*. This algorithm was used in the web application [[9](#_bookmark24)], which is a proof assistant for the calculative logic, where each theorem *t* was coded as an *λ*-term, so that, thanks to **I**, *< t >* uniquely indexes *t*, regardless of the name of the bound variables. In this way *< t >* is stored in the database, but to the user, *<< t >>−*1 is presented. This type of techniques thanks to **I**, are relevant, since the use of combinators for interactive and automatic theorem proving is a subject of study recently.

* 1. *Related Works*

The algorithms *H, fab, abf, SH* are not particularly efficient in terms of the size of the term [*x*]*At* with respect to the size of *t*. For example, *fab* and *H* are exponential and *abf* is *O*(*n*3), so they are not useful for implementing functional languages. In [[10,](#_bookmark25) [11](#_bookmark26)], the size of [*x*]*At* for different algorithms is analyzed.

The first improvement to Sch¨onfinkel’s algorithm was due to Turner [[12](#_bookmark27)], who defined optimization rules that were later used for the implementation of application languages [[13](#_bookmark28)]. The complexity in the worst case of the Turner algorithm is *O*(*n*2)

[[11](#_bookmark26)] and on average *O*(*n*3*/*2) [[14](#_bookmark29)]. There are several forms of the Turner algorithm, because its formulation contains ambiguities. In [[15](#_bookmark30)], different interpretations of the Turner algorithm is studied, and the one based on recursive equations with side conditions, is the algorithm taken for this job.

The advance in implementation techniques in functional languages meant an advance for the bracket abstraction theory. Bunder [[16](#_bookmark31)] discusses different exten- tions of the Turner algorithm. Then in [[17](#_bookmark32)] it is affirmed that using the combinator *B∗* := *λfxyz.f* (*x*(*yz*)) instead of *Bj* := *λkxyz.kx*(*yz*), in one of its optimization rules, the Turner algorithm is improved. However other ways of implementing application languages became standard, because produced faster implementations, among these techniques are those of super combinators [[18](#_bookmark33)].

A radical change in the way of abstraction of variables was due to the director Strings [[19,](#_bookmark34)[20](#_bookmark35)], although this was a formal system other than combinatorial logic, it was a precursor to the iconic representation. A significant contribution in the design of algorithms for the abstraction of variables in combinatorial logic was made by Stevens [[21](#_bookmark36)], who began using iconic representation to represent combinators, where the combinator’s behavior could be read from his representation. Later Broda and Damas [[7](#_bookmark22)] defined a combinators base with iconic representation and an algorithm of abstraction of complexity *O*(*n*2) in the worst case. Finally, Antoni Diller [[22](#_bookmark37)], defined combinators with iconic representation and an algorithm of abstraction of complexity *O*(*a*2*n*) in the worst case, when *a* is the number of variables abstracted. The properties **WD**, **BA**, **SBA**, **SC** and **I** were studied in the master thesis [[23](#_bookmark38)], for the algorithms *H*, *abf* , *HS*, *SH* and *BD* separately. In the present work the same study is done but in the framework of a unified theory of all abstraction algorithms. An application of the **WD**, **I** and **SBA** properties, in a modified Broda and Damas bracket abstraction, is found in the grade thesis [[24](#_bookmark39)], which explains the details of an algorithm to evaluate lambda calculus, using these properties and the

details of a implementation located in [[8](#_bookmark23)].

Recently the use of combinators and bracket abstraction in interactive or auto- matic theorem proving has been studied. For example, Jacques Carette and Russell O’Connor in work [[25](#_bookmark40)], rewritten almost entirely in [[26](#_bookmark41)], has suggested making use of combinators to represent formulas, with the intention of generating a database of theorems scalable and without redundancy. His proposal is to use combinators, to represent the application structure of the mathematical statements and theo- ries, in order to identify and keep common structures in the different mathematical theories.

From an experimental point of view, in [[27](#_bookmark42)], a comparison is made of the per- formance of several of the bracket abstractions algorithms studied here, but in the context of abstraction of variables in first-order mathematical theories, to accelerate the build of formal proofs, in an interactive theorem proving.

# General recursion scheme

In the bracket abstraction algorithms presented in the introduction, it can be seen that [*x*]*p* depends on some sub-terms of *p*. and the position of the sub-terms to use depends on how it is *p*. For this reason it is convenient to formalize the concepts of positions and replacement in a subterm position.

**Definition 2.1** The positions *Pos*(*p*) of a term *p* are defined as the set of strings

on the positive integer alphabet, recursively defined as:

* If *p ∈ V ar* or *p ∈ Z* then *Pos*(*p*)= *{ϵ}*, where *ϵ* denotes the empty string.
* If *p* is of the form *qr*, then

*Pos*(*p*)= *{ϵ}∪ {*1*σ|σ ∈ Pos*(*q*)*}∪ {*2*σ|σ ∈ Pos*(*r*)*}*

The positions *p* and *q* are said to be parallel (*p||q*) iff they are incomparable with respect to the prefix order.

**Definition 2.2** If *σ ∈ Pos*(*p*), then the sub-term of *p* in the position *σ* is defined, denoted by *p|σ*, recursively:

* *p|є* = *p*
* If *p* = *qr*, then *p|*1*σ* = *q|σ*
* If *p* = *qr*, then *p|*2*σ* = *r|σ*

**Definition 2.3** If *σ ∈ Pos*(*p*), then *p*[*t*]*σ* is defined as the replacement by *t* of the sub-term at the position *σ* of *p*. Recursively:

* *p*[*t*]*є* = *t*,
* If *p* = *qr* then *p*[*t*]1*σ* = *q*[*t*]*σr*
* If *p* = *qr* then *p*[*t*]2*σ* = *q*(*r*[*t*]*σ*)

If *σ*1*,..., σk* is a list of positions, then *p*[*t*1*,..., tk*]*σ*1*,...,σk* is an abbreviation of ((*p*[*t*1]*σ*1 )[*t*2]*σ*2 ) *...* [*tk*]*σk* .

**Definition 2.4** *|p|q* it is an abbreviation of the term recursively defined as:

* *|p|*(*qt*) := *|pq|t*, *|p|q* := *pq* y *|p|ϵ* := *p*.

The previous definition is for short that *|p|w* is associated to the left tak- ing as arguments all the applications of w associated to the right. For example

*|p|*(*w*1(*w*2(*w*3*w*4))) is an abbreviation of *pw*1*w*2*w*3*w*4.

To state a general recursive algorithm scheme, to define a bracket abstraction, a list of positions *σj* will be used, to indicate which are the sub-terms that will be used of *p*, when *p* has a certain form or belongs to a certain set *Ai*.

Let *CL*(*V ar,* Σ*Z*) be a combinatory logic, let *m* and *k* be such that 1 *≤ k ≤ m*

and let *{Ai}m*

*i*=1

be a family of subsets of *V ar × CL*(*V ar,* Σ*Z*) such that:

* *∪iAi* = *V ar × CL*(*V ar,* Σ*Z*)
* For all *x* exists *i* with 1 *≤ i ≤ k* such that (*x, p*) *∈ Ai* when *p* is variable or constant
* Let *y, z ∈ V ar*. If *i* is the smallest index such that (*x, p*) *∈ Ai* and *x ∈/ {y, z}*

then *i* is the smallest index such that (*x, p*[*z|y*]) *∈ Ai*

* Let *z ∈ V ar*. If *i* is the smallest index such that (*x, p*) *∈ Ai* and *z ∈/ p* then *i* is the smallest index such that (*z, p*[*z|x*]) *∈ Ai*

For 1 *≤ i ≤ m*, let *σi* be lists of positions of length *ni*. *σi* will be denoted to the

*j*

*j*th element of the *i*th list of positions *σi*. If *i > k* then no position *σi* is *ϵ*.

*j*

For 1 *≤ i ≤*

*n′*

*m*, let be *ti* : Π *i*

*i*=1

*CL*(*V ar,* Σ*Z*)

*→ CL*(*V ar,* Σ*Z*

) where *nj*

= *ni*

when 1 *≤ i ≤ k* and *nj* = 2*ni* when *k* +1 *≤ i ≤ m*. The functions *ti* are such that:

*i*

*i*

* are homomorphisms with respect to the substitution operator [*z|y*] (*z ∈ V ar*) i.e.

*ti*(*p*1*,..., pn′* )[*z|y*]= *ti*(*p*1[*z|y*]*,..., pn′* [*z|y*]).

*i* *i*

* if (*x, p*) *∈ Ai*, then *x ∈/ ti*(*p|σi ,..., p|σi*

) when 1 *≤ i ≤ k*

1 *ni*

* if (*x, p*) *∈ Ai*, then *x ∈/ ti*(*p|σi ,..., p|σi*

*, r*1*,..., rni* ) when *k* +1 *≤ i ≤ m* and

1 *ni*

*x ∈/ rj ∈ CL*(*V ar,* Σ*Z*).

**Definition 2.5** To define a bracket abstraction, the general recursive algorithm scheme is defined, as follows:

[*x*]*p* = *t*1(*p|σ*1 *,..., p|σ*1 ) if (*x, p*) *∈ A*1

1 *n*1

. .

[*x*]*p* = *tk*(*p|σk ,..., p|σk*

) if (*x, p*) *∈ Ak*

1 *nk*

[*x*]*p* = *tk*+1(*p|σk*+1 *, .., p|σk*+1 *,* [*x*](*p|σk*+1 )*, ..,* [*x*](*p|σk*+1

)) if (*x, p*) *∈ Ak*+1

1 *nk*+1 1

. .

*nk*+1

[*x*]*p* = *tm*(*p|σm ,..., p|σm ,* [*x*](*p|σm* )*,...,* [*x*](*p|σm*

)) if (*x, p*) *∈ Am*

1 *nm* 1 *nm*

**Remark 2.6** In case the pair (*x, p*) belongs to several *Ai*’s, then the clause that is listed first will have priority. Also the possibility that *m* = *∞*, is considered (like in Definition [3.11](#_bookmark1)).

# Classic Bracket Abstractions and General Recursive Scheme

This section shows how the bracket abstractions of the bibliography adapts to the general recursive scheme.

**Definition 3.1** [*fab* [[5](#_bookmark20)]] The *fab* algorithm can be defined by instantiating the general scheme with *k* = 2, *t*1(*p*) = *I*, *t*2(*p*) = *Kp*, *t*3(*p, q, r, w*) = *Srw*, with the lists of positions *σ*1 := *ϵ*, *σ*2 := *ϵ* and *σ*3 := 1*,* 2 and with the sets

*A*1 := *{*(*x, p*) *∈ A|x* = *p}*,

*A*2 := *{*(*x, p*) *∈ A|*(*p ∈ V ar ∧ p /*= *x*) *∨ p ∈ Z}* and

*A*3 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qr*)*}*, where

*A* := *V ar × CL*(*V ar,* Σ*Z′∪{I,S,K}*)

**Definition 3.2** [Hilbert (*H*)] Hilbert’s algorithm (*H*) is defined as *fab* except that

*t*1(*p*)= *SKK* and *A* := *V ar × CL*(*V ar,* Σ*Z′∪{S,K}*).

**Definition 3.3** [*abf* [[3](#_bookmark18)]] The *abf* algorithm is defined the same as *fab* except that

*A*2 := *{*(*x, p*) *∈ A|x ∈/ p}*.

**Definition 3.4** [Hindley, Lercher y Seldin (*HS*) [[6](#_bookmark21)]] The *HS* algorithm can be defined by instantiating the general scheme with *k* := 3, *t*1(*p*) = *I*, *t*2(*p*) = *Kp*,

*t*3(*p, q*)= *p*, *t*4(*p, q, r, w*)= *Srw*, with the same lists of *fab* plus *σ*4 := 1*,* 2 and with the sets *A*1, *A*2 as in *abf* ,

*A*3 := *{*(*x, p*) *∈ A|*(*∃q*)(*p* = *qx ∧ x ∈/ q*)*}* and

*A*4 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qr*)*}*, with *A* as in *fab*.

**Definition 3.5** [ Scho¨nfinkel (*SH*) [[4](#_bookmark19)]] The *SH* algorithm is defined as *HS* except that *t*4(*p, q, r, w*) = *Crq*, *t*5(*p, q, r, w*) = *Bpw*, *t*6(*p, q, r, w*) = *Srw*, *σ*5 := 1*,* 2, *σ*6 := 1*,* 2 and the sets

*A*4 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qr ∧ x ∈ q ∧ x ∈/ r*)*}*,

*A*5 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qr ∧ x ∈/ q ∧ x ∈ r*)*}*

*A*6 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qr ∧ x ∈ q ∧ x ∈ r*)*}* where

*A* := *V ar × CL*(*V ar,* Σ*Z′∪{I,S,K,B,C}*).

**Definition 3.6** [Sch¨onfinkel modified (*SH—η*)] The algorithm *SH—η* is defined the same as *SH* but eliminating the *η* rule. This corresponds to making *k* := 2, removing the *t*3, *σ*3, *A*3 from *SH* and subtracting 1 from the indices of the functions *ti*, sets *Ai* and lists *σi* with *i >* 3.

**Definition 3.7** [Turner (T) [[12](#_bookmark27)]] The *T* algorithm is defined as *SH* except that *k* := 4, *t*4(*p, q*)= *Cpq*, *t*5(*p, q, r, w*)= *Spw*, *t*6(*p, q, t, r, w, s*)= *Bjpqs*, *t*7(*p, q, t, r, w, s*)=

*Cjpwt*, *t*8(*p, q, t, r, w, s*) = *Sjpws*, *σ*4 := 11*,* 2, *σ*5 := 11*,* 2, *σ*6 := 11*,* 12*,* 2, *σ*7 := 11*,* 12*,* 2*, σ*8 := 11*,* 12*,* 2*,* and *t*9, *t*10, *t*11, *σ*9, *σ*10, *σ*11, *A*9, *A*10, *A*11 as *t*4, *t*5, *t*6, *σ*4,

*σ*5, *σ*6, *A*4, *A*5, *A*6 of *SH* respectively, and with the sets

*A*4 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qxr ∧ x ∈/ qr*)*}*

*A*5 := *{*(*x, p*) *∈ A|*(*∃q, r*)(*p* = *qxr ∧ x ∈/ q ∧ x ∈ r*)*}*

*A*6 := *{*(*x, p*) *∈ A|*(*∃q, s, r*)(*p* = *qsr ∧ x ∈/ qs ∧ x ∈ r*)*}*

*A*7 := *{*(*x, p*) *∈ A|*(*∃q, s, r*)(*p* = *qsr ∧ x ∈/ qr ∧ x ∈ s*)*}*

*A*8 := *{*(*x, p*) *∈ A|*(*∃q, s, r*)(*p* = *qsr ∧ x ∈/ q ∧ x ∈ s ∧ x ∈ r*)*}* where

*A* := *V ar × CL*(*V ar,* Σ*Z′∪{I,S,K,B,C,S′,B′,C′}*).

**Definition 3.8** [Broda and Damas (*BD*) [[7](#_bookmark22)]] The Broda and Damas indexes *A* are strings of letters *b* and *c* with the following formation rules: *ϵ ∈ A* (*ϵ* is the empty string) and if *α*1*, α*2 *∈ A* , then *cα*1*, bα*1*,* (*α*1*, α*2) *∈ A* . The combinators of Broda and Damas are constants of the form Φ*K* or Φ*α* with *α ∈ A* . The set of these combinators is denoted *K* .

The *BD* algorithm is defined the same as *SH* but taking *A* := *V ar ×*

*CL*(*V ar,* Σ*Z′∪K* ) with the functions *t*1(*p*)= Φ*є*, *t*2(*p*)= Φ*Kp*, *t*3(*p, q*)= *p*,

⎧

*t* (*p, q, r ,r* )= ⎨ *|*Φ*cα|*(*qw*) *if r*1 = *|*Φ*α|w*

4 1 2

⎩⎧ Φ*є otherwise*

*t* (*p, q, r ,r* )= ⎨ *|*Φ*bα|*(*pw*) *if r*2 = *|*Φ*α|w*

5 1 2

⎩⎧ Φ*є otherwise*

*t* (*p, q, r ,r* )= ⎨ *||*Φ(*α*1*,α*2)*|w*1*|w*2 *if r*1 = *|*Φ*α*1 *|w*1 *and r*2 = *|*Φ*α*2 *|w*2

6 1 2

⎩ Φ*є otherwise*

This is the expedited definition of Bunder [[28](#_bookmark43)].

**Remark 3.9** In the conditions of the pieces of the previous functions it is contem- plated that *w*, *w*1, *w*2, *α*, *α*1 and *α*2 can be *ϵ*

**Definition 3.10** [Broda and Damas modified (*BD—η*)] The *BD—η* algorithm is defined the same as *BD* but eliminating the *η* rule. This corresponds to making *k* := 2, removing the *t*3, *σ*3, *A*3 from *BD* and subtracting 1 the indices of the functions *ti*, sets *Ai* and lists *σi* with *i >* 3.

**Definition 3.11** [Diller (*D*) [[22](#_bookmark37)]] The combinators of Diller, called *yn*-*strings*, are strings of letters *y* and *n*. Algorithm *D* is defined by instantiating the general scheme with *k* := 2, *σ*1*, σ*2 := *ϵ, ϵ*, *t*1(*p*) = *yI*, *t*2(*p*) = *np*, and *A*1, *A*2 as *fab*.

Defining *J*

:= 3*j—*3 and *q q ...q*

as (*i− J* ) written in base3 when *J*

*≤ i < J* ,

*j* 2 1 2 *j*

*j*

*j—*1 *times j—*2 *times*

*j j*+1

it is instantiated *m* := *∞ ni* := *j*, *σi* := ¸1 *.*x*.*`*.* 1˛ *,*

1¸ *.*x*.*`*.* 1˛ 2*,...,* 12*,* 2 for all *i >* 2

and *t* (*p ,...,p ,r ,...,r* ) = *φ ...φ Q*1 *... Qj*

where *φ* = *y*, *Ql* = *I*, *Fl* :=

*i* 1 *j* 1

*j q*1

*qj q*1 *qj*

0 0 0

(*pl* = *x*), *φ*1 = *y*, *Ql* = *rl*, *Fl* := (*x ∈ pl ∧ pl /*= *x*), *φ*2 = *n*, *Ql* = *pl*, *Fl* := (*x ∈/ pl*).

1 1 2 2

And the sets *Ai* := *{*(*x, p*) *∈ A|*

(*∃p ,...,p* )(*p* = *p ...p ∧p ∈ V ar∪Z∧F* 1 *∧..∧Fj* )*}* with *A* := *V ar×CL*(*V ar×*

1 *j* 1 *j* 1

*q*1 *qj*

Σ*Z′∪{I}∪yn*-*strings*).

Each of the functions *ti* are homomorphisms with respect to [*z|x*]. For ex- ample in *SH*, is fulfilled *t*5(*p, q, r, w*)[*z|y*] = (*Bpw*)[*z|y*] = *Bp*[*z|y*]*w*[*z|y*] = *t*5(*p*[*z|y*]*, q*[*z|y*]*, r*[*z|y*]*, w*[*z|y*]). For the rest of the *ti*, similar proves can be made.

# Properties of Bracket Abstractions

* 1. *<>*Λ *is Well Deﬁned (***WD***)*

This section will show that with the bracket abstraction of the general recursion scheme [*x*], the **WD** property is satisfied

**Lemma 4.1** *If x, y ∈ V ar, p ∈ CL*(*V ar,* Σ*Z*) *then x ∈/* [*x*]*p, and if x /*= *y ∈/ p then*

*y ∈/* [*x*]*p*

**Proof.** Note that if *y ∈/ p* then *y ∈/ p|σ* for any position *σ*. (\*) The proof is by structural induction on *p*.

If *p ∈ V ar ∪ Z*:

By definition the lowest index such that (*x, p*) *∈ Ai*, fulfills *i ≤ k*, then [*x*]*p* =

*def*

*ti*(*p|σi ,..., p|σi* ) */e x*. Furthermore, if *x /*= *y ∈/ p*, then assuming *y ∈* [*x*]*p*

1 *ni*

(*∗*)

leads to a contradiction because taken *z /*= *y*, then *ti*(*p|σi* [*z|y*]*,..., p|σi* [*z|y*]) =

1 *ni*

*z/*=*y∈*[*x*]*p*

*ti*(*p|σi ,..., p|σi* )= [*x*]*p /*= ([*x*]*p*)[*z|y*]= *ti*(*p|σi ,..., p|σi*

)[*z|y*] but impossible

1 *ni* 1 *ni*

because *ti* is an homomorphism with respect [*z|y*]. Therefore *y ∈/* [*x*]*p*.

If *p /∈ V ar ∪ Z* then it separates in cases:

Case 1: The smallest index *i* such that (*x, p*) *∈ Ai*, fulfills 1 *≤ i ≤ k*. The proof is the same as the base case

Case 2: The smallest index *i* such that (*x, p*) *∈ Ai*, fulfills *k* +1 *≤ i ≤ m*

[*x*]*p* = *ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...,* [*x*]*p|σi*

) since by **I.H.** (**I**nductive

1 *ni* 1 *ni*

**H**ypothesis) *x ∈/*

[*x*]*p|σi* , then *x ∈/ ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...,* [*x*]*p|σi* )

*j* 1 *ni* 1 *ni*

by definition of *ti*. Furthermore, if *x /*= *y ∈/*

*p*, then as-

suming *y ∈* [*x*]*p* leads to a contradiction because with

(*∗*)*,I.H.*

*z /*= *y*, *ti*(*p|σi* [*z|y*]*..p|σi* [*z|y*]*,* ([*x*]*p|σi* )[*z|y*]*..*([*x*]*p|σi* )[*z|y*]) =

1 *ni*

1 *ni*

*z/*=*y∈*[*x*]*p*

*ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...,* [*x*]*p|σi*

) = [*x*]*p*

*/*= ([*x*]*p*)[*z|y*] =

1 *ni* 1 *ni*

*ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...* [*x*]*p|σi*

)[*z|y*] but impossible because *ti* is an

1 *ni* 1 *ni*

homomorphism with respect [*z|y*]. Therefore *y ∈/* [*x*]*p*.

*2*

**Lemma 4.2** *If x, z ∈ V ar, p ∈ CL*(*V ar,* Σ*Z*) *and z ∈/ p then* [*z*](*p*[*z|x*]) = [*x*]*p*

**Proof.** Since *z ∈/ p* then *z ∈/ p|σ* for any position *σ*. (\*) It is separated by cases:

Case 1: *z* = *x*

[*z*](*p*[*z|x*]) *x*==*z* [*x*](*p*[*x|x*]) = [*x*]*p*

Case 2: *z /*= *x*. The proof is by structural induction on *p*

If *p ∈ V ar∪Z* then, by definition the smallest index such that (*x, p*) *∈ Ai*, fulfills 1 *≤ i ≤ k*, then

[*x*]*p Lemm*=*a* [4*.*1](#_bookmark2)

*ti*(*p|σi* [*z|x*]*,..., p|σi*

*def*

([*x*]*p*)[*z|x*] =

[*z|x*])

*ti*(*p|*

*i ,..., p|*

1

*σ*

)[*z|x*] *ti is homo*

*ni*

*σ*

=

*i*

1 *ni*

On the other hand, *i* is the smallest index such that (*z, p*[*z|x*]) *∈ Ai* (by definition of *Ai*), therefore the computation of [*z*](*p*[*z|x*]) takes the rule *ti*. For this reason

[*z*](*p*[*z|x*]) = *ti*(*p*[*z|x*]*|σi ,..., p*[*z|x*]*|σi*

)= *ti*(*p|σi* [*z|x*]*,..., p|σi*

[*z|x*])

1

∴ [*x*]*p* = [*z*](*p*[*z|x*])

*ni* 1 *ni*

If *p ∈/ V ar ∪ Z* then it separates in cases

Case 2.2: The smallest index *i* such that (*x, p*) *∈ Ai*, fulfills 1 *≤ i ≤ k*. The proof is like the base case

Case 2.1: The smallest index *i* such that (*x, p*) *∈ Ai*, fulfills *k* +1 *≤ i ≤ m*

[*x*]*p Lemm*=*a* [4*.*1](#_bookmark2) ([*x*]*p*)[*z|*

*def*

*| ,..., p|*

*,* [*x*]*p|*

*,...,* [*x*]*p|*

)[*z|x*] *ti is homo*

*x*] = *ti*(*p i*

*σ*

1

*i i i* =

*ni* 1 *ni*

*σ*

*σ*

*σ*

*ti*(*p| i* [*z|x*]*..p| i* [*z|x*]*,* ([*x*]*p| i* )[*z|x*]*..*([*x*]*p| i*

)[*z|x*]) *Lem*=*ma*[4*.*1](#_bookmark2)

*σ*1 *σni σ*1 *σni*

*ti*(*p|σi* [*z|x*]*,..., p|σi* [*z|x*]*,* [*x*]*p|σi , ..,* [*x*]*p|σi* )

1 *ni* 1 *ni*

On the other hand, *i* is the smallest index such that (*z, p*[*z|x*]) *∈ Ai* (by defi- nition of *Ai*), then the computation of [*z*](*p*[*z|x*]) takes the rule *ti*. Therefore

[*z*](*p*[*z|x*]) = *ti*(*p*[*z|x*]*|σi ,..., p*[*z|x*]*|σi ,* [*z*](*p*[*z|x*]*|σi* )*,...,* [*z*](*p*[*z|x*]*|σi* ))

1 *ni*

1 *ni*

(*∗*) *and I.H*

= *ti*(*p|σi* [*z|x*]*.., p|σi* [*z|x*]*,* [*z*](*p|σi* [*z|x*])*..,* [*z*](*p|σi*

[*z|x*])) =

1 *ni* 1 *ni*

*ti*(*p|σi* [*z|x*] *..., p|σi* [*z|x*]*,* [*x*]*p|σi ..,* [*x*]*p|σi* )

1 *ni* 1 *ni*

∴ [*x*]*p* = [*z*](*p*[*z|x*])

*2*

**Lemma 4.3** *If x, y, z ∈ V ar, p ∈ CL*(*V ar,* Σ*Z*) *and y ∈/ {x, z} then* [*y*](*p*[*z|x*]) = ([*y*]*p*)[*z|x*]

**Proof.** By structural induction on *p*:

If *p ∈ V ar ∪ Z*:

By definition the smallest index *i* such that (*y, p*) *∈ Ai*, fulfills 1 *≤ i ≤ k*,

then ([*y*]*p*)[*z|*

*def*

*| ,..., p|*

)[*z|x*] *ti is homo t* (*p|*

[*z|x*]*,..., p|*

[*z|x*]) =

*x*] = *ti*(*p i* *i*

*σ*

*σ*

1 *ni*

= *i i* *i*

1 *ni*

*σ*

*σ*

*ti*(*p*[*z|x*]*|σi ,..., p*[*z|x*]*|σi* ).

1 *ni*

On the other hand since *i* is the smallest index such that (*y, p*[*z|x*]) *∈ Ai* then

[*y*](*p*[*z|x*]) = *ti*(*p*[*z|x*]*|σi ,..., p*[*z|x*]*|σi* )

1 *ni*

∴ ([*y*]*p*)[*z|x*]= [*y*](*p*[*z|x*])

If *p ∈/ V ar ∪ Z* then it is separated in cases:

Case 1: The smallest index *i* such that (*y, p*) *∈ Ai*, fulfills 1 *≤ i ≤ k*. The proof is the same as the base case

Case 2: The smallest index *i* such that (*y, p*) *∈ Ai*, fulfills *k* +1 *≤ i ≤ m*

*def*

([*y*]*p*)[*z|x*] = *ti*(*p|σi , .., p|σi ,* [*y*]*p|σi , ..,* [*y*]*p|σi* )[*z|x*]

*ti is homo*

1 *ni* 1 *ni*

= *ti*(*p|σi* [*z|x*]*.., p|σi* [*z|x*]*,* ([*y*]*p|σi* )[*z|x*]*..,* ([*y*]*p|σi*

)[*z|x*])

1 *ni* 1 *ni*

*I*=*.H.*

*ti*(*p| i* [*z|x*]*.., p| i* [*z|x*]*,* [*y*](*p| i* [*z|x*])*..,* [*y*](*p| i*

[*z|x*]))

*σ*1 *σni σ*1 *σni*

= *ti*(*p*[*z|x*]*|σi .., p*[*z|x*]*|σi ,* [*y*](*p*[*z|x*]*|σi* )*..,* [*y*](*p*[*z|x*]*|σi* ))

1 *ni* 1 *ni*

On the other hand since *i* is the smallest index such that (*y, p*[*z|x*]) *∈ Ai* then

[*y*](*p*[*z|x*]) = *ti*(*p*[*z|x*]*|σi .., p*[*z|x*]*|σi ,* [*y*](*p*[*z|x*]*|σi* )*..,* [*y*](*p*[*z|x*]*|σi* ))

1 *ni* 1 *ni*

∴ ([*y*]*p*)[*z|x*]= [*y*](*p*[*z|x*])

*2*

**Remark 4.4** The previous lemma is not generally true if *z* is not a variable, for example for Hilbert’s bracket abstraction, we have:

[*y*]*H* (*x*[*Kx|x*]) = [*y*]*H* (*Kx*) = *S*([*y*]*HK*)([*y*]*Hx*) = *S*(*KK*)(*Kx*) On the other hand

([*y*]*Hx*)[*Kx|x*]= (*Kx*)[*Kx|x*]= *K*(*Kx*)

Thus

[*y*]*H* (*x*[*Kx|x*]) */*= ([*y*]*Hx*)[*Kx|x*]

However, it is later determined that by adding conditions to the general recur- sion scheme, the substitution commutes with the bracket abstraction, regardless of whether the term to be substituted is not a variable.

With the three previous lemmas it is possible to prove:

**Lemma 4.5** *If r ∈ λ-term*(*V ar,* Σ*λZ′* ) *and x, z ∈ V ar such that z ∈/ V ar*(*r*) *then*

*< r < z|x >>*=*< r >* [*z|x*]

**Proof.** By structural induction on *r*:

If *r ∈ V ar* and *r* = *x*:

*< r < z|x >>*=*< z >*= *z* = *x*[*z|x*]= *r*[*z|x*] =*< r >* [*z|x*].

If *r ∈ Zj* or, *r ∈ V ar* and *r /*= *x*:

*< r < z|x >>*=*< r >*= *r* = *r*[*z|x*] =*< r >* [*z|x*].

If *r* = *pq* with *p, q ∈ λ*-*term*(*V ar,* Σ*λZ′* ):

*< r < z|x >>*=*< pq < z|x >>*=*< p < z|x > q < z|x >>*=*< p < z|x >>< q <*

*z∈/V ar*(*p*)*Λz∈/V ar*(*q*)*, I.H.*

*z|x >>* =

*< p >* [*z|x*] *< q >* [*z|x*]= (*< p >< q >*)[*z|x*] =*< pq >* [*z|x*] =*< r >* [*z|x*] *.*

If *r* = *λy.p* with *y ∈ V ar* and *p ∈ λ*-*term*(*V ar,* Σ*λZ′* ): It separates in two cases.

Case 1 *y* = *x*:

*< r < z|x >>*=*<* (*λy.p*) *< z|x >>*=*< λy.p >*= [*y*] *< p >Lemm*=*a* [4*.*1](#_bookmark2) ([*y*] *< p >*

)[*z|y*]=

([*y*] *< p >*)[*z|x*] =*< λy.p >* [*z|x*] =*< r >* [*z|x*] *.*

Case 2 *y /*= *x*:

*< r < z|x >>*=*<* (*λy.p*) *< z|x >>*= *< λy.*(*p < z|x >*) *>*= [*y*] *< p <*

*z∈/V ar*(*p*)*, I.H.*

*z|x >>*

=

(*z∈/V ar*(*r*)*Λx/*=*y⇒z/*=*yΛx/*=*y*)*ΛLemma* [4*.*3](#_bookmark4)

[*y*](*< p >* [*z|x*])

[*z|x*] =*< r >* [*z|x*] *.*

= ([*y*] *< p >*)[*z|x*] =*< λy.p >*

*2*

**Theorem 4.6 (WD)** *If p, q ∈ λ-term*(*V ar,* Σ*λZ′* ) *then*

*p ≡α q ⇒< p >*=*< q >*

**Proof.** By structural induction on *p*. If *p ∈ V ar ∪ Zj*:

*p ≡α q*

*def*

*⇐⇒ p* = *q*

*def*

*⇒ < p >*= *p* = *q* =*< q >*.

If *p* = *rt* with *r, t ∈ λ*-*term*(*V ar,* Σ*λZ′* ):

*p ≡α*

*def*

*q ⇐⇒*

*q* = *rjtj* with

*rj, tj ∈ λ*-*term*(*V ar,* Σ*λ ′* ), *r ≡α rj* and *t ≡α tj*. By inductive hypothesis

*Z*

*< r >*=*< rj >* and *< t >*=*< tj >*

*⇒*

*< r >< t >*=*< rj >< tj >*

*⇒*

*< p >*=*< rt >*=*< r >< t >*=*< rj >< tj >*=*< rjtj >*=*< q >*.

If *p* = *λx.r* with *x ∈ V ar* and *r ∈ λ*-*term*(*V ar,* Σ*λZ′* ):

*p ≡α*

*def*

*q ⇐⇒*

*q* = *λy.rj* with *rj ∈ λ*-*term*(*V ar,* Σ

*λZ′*

), *y ∈ V ar* and there is finite

*A ⊆ V ar* such that

*r < z|x >≡α rj < z|y >* for all *z ∈ V ar \ A*.

By Inductive Hypothesis *< r < z|x >>*=*< rj < z|y >>* for all *z ∈ V ar \ A* and defining

*Aj* := *A ∪ {x ∈ V ar|x ∈ V ar*(*< r >< rj > rrj*)*}* then

*< r >* [*z|x*] *Lemm*=*a* [4*.*5](#_bookmark6)*< r < z|x >>*=

*< rj < z|y >> Lemm*=*a* [4*.*5](#_bookmark6)*< rj >* [*z|y*] for all *z ∈ V ar \ Aj*

[*z*] *is a function*

*⇒*

[*z*](*< r >* [*z|x*]) = [*z*](*< rj >* [*z|y*]) for all *z ∈ V ar \ Aj*

*z∈/<r>Λz∈/<r′>Λ Lemma* [4*.*2](#_bookmark3)

*⇒*

[*x*] *< r >*= [*y*] *< rj >*

*⇐⇒*

*< p >*=*< λx.r >*=*< λy.rj >*=*< q >*

*2*

**Lemma 4.7** *If the variable x does not occur free in t ∈ λ-term*(*V ar,* Σ*λZ′* )*, then*

*x ∈/< t >*

**Proof.** By structural induction on *t* and Lemma [4.1](#_bookmark2). *2*

* 1. **SC** *Property*

The **SC** property is not true in general, for example translating with the Hilbert bracket abstraction we have to

*<* (*λy.x*)[*λy.x|x*] *>H* =*< λy.*(*x*[*λy.x|x*]) *>H* =*< λy.λy.x >H* =

*Remark* [4*.*4](#_bookmark5)

[*y*]*H* ([*y*]*Hx*)= [*y*]*H* (*x*[[*y*]*Hx|x*]) */*= ([*y*]*Hx*)[[*y*]*Hx|x*] =*< λy.x >H* [*< λy.x >H |x*]

However, we can add conditions to the general recursion scheme so that **SC** is true. These conditions are:

* The functions *ti* are homomorphisms with respect to the operator [*t|y*] where

*t ∈ CL*(*V ar,* Σ*Z*)

* Let *y ∈ V ar* and *t ∈ CL*(*V ar,* Σ*Z*). If *i* is the smallest index such that (*x, p*) *∈ Ai*, *x /*= *y* and *x ∈/ t* then *i* is the smallest index such that (*x, p*[*t|y*]) *∈ Ai*.

**Notation** When an operator [*x*] satisfies the conditions of the recursion scheme of the previous section, together with these conditions, [*x*] is said to **fit to the strong recursion scheme**

Under these conditions Lemma [4.3](#_bookmark4) can be generalized

**Lemma 4.8** *If* [*x*] *ﬁts the strong recursion scheme then. If p ∈ CL*(*V ar,* Σ*Z*)*, y ∈/ t*

*and y /*= *x then* [*y*](*p*[*t|x*]) = ([*y*]*p*)[*t|x*]

**Proof.** The proof is identical to that of Lemma [4.3](#_bookmark4) replacing *z* with *t*. *2*

With this it is easy to prove **SC**.

**Theorem 4.9 (SC)** *If q, t ∈* Λ *and <>*Λ *was deﬁned using a bracket abstraction that ﬁts with the strong recursion scheme, then < q*[*t|x*] *>*Λ=*< q >*Λ [*< t >*Λ *|x*] *.*

**Proof.** By structural induction on *q*. If *q ∈ V ar .*

Case 1 *q* = *x .*

*< q*[*t|x*] *>*Λ=*< x*[*t|x*] *>*Λ=*< t >*Λ= *x*[*< t >*Λ *|x*] =*< x >*Λ [*< t >*Λ *|x*] =*< q >*Λ

[*< t >*Λ *|x*] *.*

Case 2 *q /*= *x .*

*< q*[*t|x*] *>*Λ=*< q >*Λ= *q* = *q*[*< t >*Λ *|x*] =*< q >*Λ [*< t >*Λ *|x*] *.*

If *q* = *pr* with *p, r ∈* Λ *.*

*< q*[*t|x*] *>*Λ=*<* (*pr*)[*t|x*] *>*Λ=*< p*[*t|x*]*r*[*t|x*] *>*Λ=

*< p*[*t|x*] *>*Λ*< r*[*t|x*] *>*Λ*I*=*.H.*

*< p >*Λ [*< t >*Λ *|x*] *< r >*Λ [*< t >*Λ *|x*]= (*< p >*Λ*< r >*Λ)[*< t >*Λ *|x*]=

*< pr >*Λ [*< t >*Λ *|x*] =*< q >*Λ [*< t >*Λ *|x*]

If *q* = *λy.p* with *y ∈ V ar* and *p ∈* Λ *.*

*< q*[*t|x*] *>*Λ=*<* (*λy.p*)[*t|x*] *>*Λ=*<* (*λyj.pj*) *< tj|x >>* where *yj ∈ V ar*, with *yj /*= *x*

and *pj, tj ∈ λ*-*term*(*V ar,* Σ*λ*

*Z*

*FreeV ar*(*tj*) */*= *∅*.

*⇒*

*′* ) such that *λyj.pj ∈ q*, *tj ∈ t* and *BoundV ar*(*λyj.pj*)*∩*

*< q*[*t|x*] *>*

=*<* (*λyj.pj*) *< tj|*

*y′/*=*x*

*j j j|x >*) *>*= [*yj*] *< pj <*

Λ

*tj|x >>*=

*x >>* = *< λy .*(*p < t*

[*yj*] *< p*[*t|x*] *>*Λ*I*=*.H.* [*yj*](*< p >*Λ [*< t >*Λ *|x*]) *Lemma* [4](#_bookmark9)=[*.*8](#_bookmark9) *and* [4*.*7](#_bookmark8) ([*yj*] *< p >*Λ)[*< t >*Λ

*|x*] *T heor*=*em* [4*.*6](#_bookmark7)

([*yj*] *< pj >*)[*< t >*Λ *|x*] =*< λyj.pj >* [*< t >*Λ *|x*] *T heor*=*em* [4*.*6](#_bookmark7)*< λy.p >*Λ [*< t >*Λ

*|x*] =*< q >*Λ [*< t >*Λ *|x*]

*2*

* 1. *Reduction Property* **BA**

All bracket abstraction must fulfills the property **BA**. However, in general, there is no deterministic algorithm that specify the reduction strategy to reduct ([*x*]*p*)*t* to *p*[*t|x*]. For example, in the case of [*x*]*A* with *A ∈ {HS, SH}*, we have to ([*x*]*A*(*Ix*))*t* = *It →*0 *It* = (*Ix*)[*t|x*], but for another side, ([*x*]*Ax*)*t* is also equal to *It* and *It → t* = *x*[*t|x*]. This prove that the term ([*x*]*Ap*)*t*, by itself, in general is not enough to know the reduction strategy that leads to *p*[*t|x*], although it is known that it exists said strategy.

This section is dedicated to explaining what additional conditions, the general recursion scheme needs, so that **BA** is true and the term ([*x*]*p*)*t*, by itself, is enough to determine the reduction strategy that leads it to *p*[*t|x*].

**Theorem 4.10 (BA)** *If a bracket abstraction ﬁt the general recursion scheme, and additionally satisﬁes the following conditions:*

* + 1. *If* (*x, p*) *∈ Ai with* 1 *≤ i ≤ k, then there is a succession of reductions, indepen-*

*dent of who* (*x, p*) *is in Ai, that converts ti*(*p|σi ,..., p|σi*

)*r to p*[*r|x*]*,*

1 *ni*

* + 1. *If* (*x, p*) *∈ Ai with k < i ≤ m, then there is a succession of reductions, indepen-*

*dent of who* (*x, p*) *is in Ai, that converts ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...,* [*x*]*p|σi* )*r*

1 *ni* 1 *ni*

*to p*[([*x*]*p|σi* )*r,...,* ([*x*]*p|σi* )*r*]*σi ,...,σi , where Par* := *{σi ,..., σi } is a subset*

*j*1 *jl*

*j*1 *jl*

*j*1 *jl*

*of parallel positions of {σi }ni*

*, such that “all occurrences of x in p are found*

*k k*=1

*in the subterms p|σi*

*j*1

*,..., p|σi ”* (*∗∗*)

*jl*

*then* ([*x*]*p*)*r →∗ p*[*r|x*]*, and if additionally satisﬁes the following:*

* + 1. *If* [*x*]*p* = [*xj*]*pj and i is the smallest index such that* (*x, p*) *∈ Ai then i is the smallest index such that* (*xj, pj*) *∈ Ai,*

*then, the result of the succession of reductions over* ([*x*]*p*)*r, deﬁnes a function κ* : *Dom → CL*(*V ar,* Σ*Z*) *where Dom* := *{qr|*(*∃x ∈ V ar*)(*q ∈ Img*([*x*])) *∧ r ∈ CL*(*V ar,* Σ*Z*)*}, which fulﬁlls κ*(([*x*]*p*)*r*)= *p*[*r|x*]*, and is computed with the following recursive rules:*

* *κ*(([*x*]*p*)*r*)= *q with* ([*x*]*p*)*r*

*ith succ of reductions*

*→∗ q if* (*x, p*) *∈ Ai with* 1 *≤ i ≤ k and,*

* *κ*(([*x*]*p*)*r*)= *p*[*κ*(([*x*]*p|σi*

)*r*)*, .., κ*(([*x*]*p|σi* )*r*)]*σi ,...,σi*

*if* (*x, p*) *∈ Ai only with k <*

*i ≤ m.*

*j*1 *jl*

*j*1 *jl*

**Proof.** Apply the same sequence of reductions to equal terms, results in equal terms (*∗∗ ∗*).

With the set of pairs *κ* := *{t|*(*∃x, p, r*)((*x, p*) *∈ A ∧ r ∈ CL*(*V ar,* Σ*Z*) *∧*

*⟨*([*x*]*p*)*r, p*[*r|x*]*⟩* = *t*)*}*, it proves by structural induction that ([*x*]*p*)*r →∗ p*[*r|x*] and *κ* is a function if (iii) (The latter will be done by proving that *p*[*r|x*] = *pj*[*rj|xj*] if ([*x*]*p*)*r* = ([*xj*]*pj*)*rj*).

If *p ∈ V ar ∪ Z* or (*x, p*) *∈ Ai* with 1 *≤ i ≤ k*

In both cases exists *i ≤ k* such that ([*x*]*p*)= *ti*(*p|σi ,..., p|σi* ).

1 *ni*

According to (i) ([*x*]*p*)*r* = *ti*(*p|σ ,..., p|σ* )*r →∗ p*[*r|x*]. Secondly, if

1 *ni*

the third condition is fulfilled, ([*x*]*p*)*r* = ([*xj*]*pj*)*rj* (iii)

*⇒*

*ti*(*p|*

*i ,..., p|*

1

*σ*

*i* )*r* =

*ni*

*σ*

*ti*(*pj|σi ,..., pj|σi*

)*rj*, applying the *i*th sequence of reductions on both sides

1 *ni*

*item* (i) *and* (*∗∗∗*)

*∗ j j j ∗ j j j*

*⇒ ti*(*p|σi ,..., p|σi* )*r → p*[*r|x*]= *p* [*r |x* ] *→ ti*(*p |σi ,...,p |σi* )*r*

1 *ni* 1 *ni*

If *p* is an application and the smallest index *i* such that (*x, p*) *∈ Ai*, fulfills *k < i ≤ m*

In this case

[*x*]*p* = *ti*(*p|σi ,..., p|σi ,* [*x*]*p|σi ,...,* [*x*]*p|σi* )

1 *ni* 1 *ni*

According to (ii)

([*x*]*p*)*r →∗ p*[([*x*]*p|σi* )*r,...,* ([*x*]*p|σi* )*r*]*σi ,...,σi*

*j*1 *jl j*1 *jl*

*I.H. and σj*1 *,...,σjl are parallel positions*

*→∗ p*[*p|σi*

[*r|x*]*,..., p|σi* [*r|x*]]*σi ,...,σi*

*p|σi*

*j*1

*,...,p|σi*

*jl*

*contains all*

*j*1 *jl*

*j*1 *jl*

*ocurrences of x in p* (*∗∗*)

= *p*[*r x*]. Secondly, if the third condition is fulfilled,

*|*

([*x*]*p*)*r* = ([*xj*]*pj*)*rj* (iii) *t* (*p| , .., p| ,* [*xj*]*p| , ..,* [*xj*]*p|*

)*r* = ([*x*]*p*)*r* =

*⇒ i i i i* *i*

*σ*

*σ*

*σ*

*σ*

1 *ni* 1 *ni*

([*xj*]*pj*)*rj* = *ti*(*pj|σi , .., pj|σi ,* [*xj*]*pj|σi , ..,* [*xj*]*pj|σi* )*rj*, applying the *i*th

1 *ni* 1 *ni*

*item* (ii) *and* (*∗∗∗*)

sequence of reductions on both sides *⇒*

([*x*]*p*)*r →∗*

*p*[([*x*]*p|σi* )*r,...,* ([*x*]*p|σi* )*r*]*σi ,...,σi*

= *pj*[([*xj*]*pj|σi* )*rj,...,* ([*xj*]*pj|σi* )*rj*]*σi ,...,σi*

*j*1 *jl*

*j*1 *jl*

*j*1 *jl*

*j*1 *jl*

*∗→* ([*xj*]*pj*)*rj*, then ([*x*]*p|σi*

*jk*

)*r* = ([*xj*]*pj|σi*

*jk*

)*rj ∀σi*

*k*

*j*

*∈ Par*, and by I.H. *p|σi*

*jk*

[*r|x*]=

*pj|*

[*rj|xj*] *∀σi*

*∈ Par*, therefore *p*[*r|*

(*∗∗*)

*|* [*r|x*]*,..., p|*

[*r|x*]] =

*σi jk*

*x*] = *p*[*p σi*

*σi σi ,...,σi*

*jk*

*pj*[*pj|* [*rj|xj*]*,..., pj|*

[*rj|xj*]]

(*∗∗*) *j*

*j*1

*j|xj*]

*jl j*1 *jl*

*σi σi*

*σi ,...,σi* = *p* [*r*

*j*1 *jl j*1 *jl*

The recursive rules is due to construction of *p*[*r|x*] in the proof. *2*

With the same example of the first paragraph of this subsection, it can be seen that [*x*]*A* with *A ∈ {HS, SH, BD}*, does not satisfy the third condition of the previous theorem. However, [*x*]*A* with *A ∈ {f ab, H, abf, SH—η, BD—η}* satisfies all three, but to prove this in *BD—η*, it is necessary to define *K* based on another combinatory logic.

**Definition 4.11** A number is defined for each *τ ∈ K* which is called *order of τ [*[*7*](#_bookmark22)*]*. The order of Φ*α* is defined as #*α*, which is the number of *b*, *c* and *K* that occur in *α*.

**Definition 4.12** The following super combinators are defined: *Bn* := *λx*0*,..., xn*+1*.x*1(*x*0*x*2 *... xn*+1), *Cn* := *λx*0*,..., xn*+1*.*(*x*0*x*2 *... xn*+1)*x*1, *Sn,m* := *λx*0*, .., xn*+*m*+2*.*(*x*0*x*2 *... xn*+1*xn*+*m*+2)(*x*1*xn*+2 *... xn*+*m*+2). *K* can be defined in *CL*(*V ar,* Σ*Z′∪{I,K}∪{Bn,Cm,Si,j} i,j≥*0 ) as follows: Φ*є* := *I*, Φ*K* := *K* and for

*n,m>*0

*α*1*, α*2 *∈ A* you have to Φ*bα*

:= *B*#*bα*1 Φ*α* , Φ*cα* := *C*#*cα*1 Φ*α* and Φ(*α ,α* ) :=

1

*S*#*α*1*,*#*α*2 Φ*α* Φ*α* .

1 1 1 1 2

1 2

For the following theorem, the rewrite relation used for *BD—η* will be that of

*CL*(*V ar,* Σ*Z′∪{I,K}∪{Bn,Cm,Si,j} i,j≥*0 ).

*n,m>*0

**Theorem 4.13** [*x*]*A with A ∈ {fab, H, abf, SH—η, BD—η} satisﬁes the three con- ditions of the Theorem* [*4.10*](#_bookmark10)*, furthermore* [*x*]*BD−η p is of the form |*Φ*α|w (w could be ϵ), where w is formed by* #*α arguments. The fuction κ of Theorem* [*4.10*](#_bookmark10) *for BD—η is computed as follows:*

* *κ*(Φ*єq*) := *q,*
* *κ*(Φ*Kpq*) := *p,*
* *κ*(Φ*cαpp*1 *... p*#*α*+1) := *κ*(Φ*αp*1 *... p*#*α*+1)*p,*
* *κ*(Φ*bαpp*1 *... p*#*α*+1) := *pκ*(Φ*αp*1 *... p*#*α*+1)*,*
* *κ*(Φ(*α*1*,α*2)*p*1 *... p*#*α*1 *q*1 *... q*#*α*2 *t*) := *κ*(Φ*α*1 *p*1 *... p*#*α*1 *t*)*κ*(Φ*α*2 *q*1 *... q*#*α*2 *t*)

*for fab, abf is computed as follows:*

* *κ*(*Iq*) := *q,*
* *κ*(*Kpq*) := *p,*
* *κ*(*Sp*1*p*2*r*) := *κ*(*p*1*r*)*κ*(*p*2*r*)

*for H is computed like fab replacing κ*(*Iq*) := *q by κ*(*SKKq*) := *q and for SH—η is computed as follows:*

* *κ*(*Iq*) := *q,*
* *κ*(*Kpq*) := *p,*
* *κ*(*Cp*1*p*2*p*3) := *κ*(*p*1*p*3)*p*2*,*
* *κ*(*Bp*1*p*2*p*3) := *p*1*κ*(*p*2*p*3)*,*
* *κ*(*Sp*1*p*2*r*) := *κ*(*p*1*r*)*κ*(*p*2*r*)

**Proof.** Is easy to prove by structural induction that [*x*]*BD−η p* = *|*Φ*α|w* = Φ*αp*1*..p*#*α*. Now it is proved that the third condition is true.

The functions *ti* of these bracket abstractions are of the form *|Ci|w* where *Ci* is a combinator such that *Ci /*= *Cj* if *i /*= *j*. therefore, if (*x, q*) *∈ Ai* and [*x*]*q* = [*xj*]*r*, then [*xj*]*r* must be an image of *ti*, since otherwise [*x*]*q* = *|Ci|wj /*= *|Cj|w* = [*xj*]*r*. This implies that (*xj, r*) *∈ Ai*.

Now it is proved that the first condition is true:

Case 1: *ti*(*p*)= *I* = Φ*є* or *ti*(*p*)= *SKK*

In this case (*x, p*) *∈ A*1 and *p* = *x*, therefore *ti*(*p*)*q* = *SKKq → Kq*(*Kq*) *→ q* = *x*[*q|x*]= *p*[*q|x*] if *ti*(*p*)= *SKK* or *ti*(*p*)*q* = *Iq → q* = *x*[*q|x*]= *p*[*q|x*] otherwise. Thus it is defined *κ*(*SKKq*) = *q* and *κ*(Φ*єq*) = *κ*(*Iq*) = *q*. Note that since [*x*]*BD−η q* = *|*Φ*α|w*, then *ti*(*p|*1*, p|*2*,* [*x*]*BD−η p|*1*,* [*x*]*BD−η p|*2) */*= Φ*є*.

Case 2: *ti*(*p*)= *Kp* (*K* = Φ*K*)

In this case (*x, p*) *∈ A*2 and *x ∈/ p*, therefore *ti*(*p*)*q* = *Kpq → p*

it is defined *κ*(Φ*Kpq*)= *κ*(*Kpq*)= *p*

Now it is proved that the second condition is true:

*x∈/p*

= *p*[*q|x*]. Thus

Case 1.1: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *C*([*x*]*p|*1)*p|*2 or Case 1.2: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *|*Φ*cα|*(*p|*2*w*)

In both cases (*x, p*) *∈ A*3 and *x ∈/ p|*2, therefore *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* =

*C*([*x*]*p|*1)*p|*2*r →* ([*x*]*p|*1)*rp|*2 = *p*[([*x*]*p|*1)*r*]1 for case 1.1. For the other case,

*ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* = (*|*Φ*cα|*(*p|*2*w*))*r* = (*|*Φ*cαp|*2*|w*)*r* = (*|C*#*cα*Φ*αp|*2*|w*)*r* =

*C*#*cα*Φ*αp|*2*p*1 *... p*#*αr →* (Φ*αp*1 *... p*#*αr*)*p|*2 = ([*x*]*p|*1)*rp|*2 = *p*[([*x*]*p|*1)*r*]1.

Note that 1 is a position belonging to the set of positions *{*1*,* 2*}*, which are the ones used for *i* = 3. All occurrences of *x* in *p* are found in *p|*1. In both cases, this reduction is independent of who (*x, p*) is in *A*3, and the definitions *κ*(*Cp*1*p*2*p*3) := *κ*(*p*1*p*3)*p*2 and *κ*(Φ*cαp*0*p*1*..p*#*αr*) := *κ*(Φ*αp*1*..p*#*αr*)*p*0 satisfies *κ*(([*x*]*p*)*r*)= *p*[*κ*(([*x*]*p|*1)*r*)]1 as in Theorem [4.10](#_bookmark10).

Case 2.1: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *Bp|*1[*x*]*p|*2 or Case 2.2: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *|*Φ*bα|*(*p|*1*w*)

In both cases (*x, p*) *∈ A*4 and *x ∈/ p|*1, therefore *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* =

*Bp|*1([*x*]*p|*2)*r → p|*1(([*x*]*p|*2)*r*)=*p*[([*x*]*p|*2)*r*]2 for case 2.1. For the other case,

*ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* = (*|*Φ*bα|*(*p|*1*w*))*r* = (*|*Φ*bαp|*1*|w*)*r* = (*|B*#*bα*Φ*αp|*1*|w*)*r* =

*B*#*bα*Φ*αp|*1*p*1 *... p*#*αr → p|*1(Φ*αp*1 *... p*#*αr*)= *p|*1(([*x*]*p|*2)*r*)= *p*[([*x*]*p|*2)*r*]2.

Note that 2 is a position belonging to the set of positions *{*1*,* 2*}*, which are the ones used for *i* = 4. All occurrences of *x* in *p* are found in *p|*2. In both cases, this reduction is independent of who (*x, p*) is in *A*4, and the definitions *κ*(*Bp*1*p*2*p*3) := *p*1*κ*(*p*2*p*3) and *κ*(Φ*bαp*0*p*1*..p*#*αr*) := *p*0*κ*(Φ*αp*1*..p*#*αr*) satisfies *κ*(([*x*]*p*)*r*)= *p*[*κ*(([*x*]*p|*2)*r*)]2 as in Theorem [4.10](#_bookmark10).

Case 3.1: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *S*([*x*]*p|*1)[*x*]*p|*2 or Case 3.2: *ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)= *||*Φ(*α*1*,α*2)*|w*1*|w*2

*ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* = *S*([*x*]*p|*1)([*x*]*p|*2)*r →* (([*x*]*p|*1)*r*)(([*x*]*p|*2)*r*) =

*p*[([*x*]*p|*1)*r,* ([*x*]*p|*2)*r*]1*,*2 for case 3.1. For the other case,

*ti*(*p|*1*, p|*2*,* [*x*]*p|*1*,* [*x*]*p|*2)*r* = (*||*Φ(*α ,α* )*|w*1*|w*2)*r* = (*||Sα*1*,α*2 Φ*α* Φ*α |w*1*|w*2)*r →*

1 2 1 2

(*|*Φ*α*1 *|w*1)*r*((*|*Φ*α*2 *|w*2)*r*) = (([*x*]*p|*1)*r*)(([*x*]*p|*2)*r*)= *p*[([*x*]*p|*1)*r,* ([*x*]*p|*2)*r*]1*,*2.

Note that 1 and 2 are positions belonging to *{*1*,* 2*}*, which are the ones used for *i* = 5 (in *SH—η* and *BD—η*) or *i* = 3 (for *H*, *fab*, *abf* ). All occur- rences of *x* in *p* are found in *p|*1 and *p|*2. In both cases, this reduction is independent of who (*x, p*) is, and the definitions *κ*(*Sp*1*p*2*r*) := *κ*(*p*1*r*)*κ*(*p*2*r*) and *κ*(Φ(*α*1*,α*2)*p*1*..p*#*α*1 *q*1*..q*#*α*2 *r*) := *κ*(Φ*α*1 *p*1 *... p*#*α*1 *r*)*κ*(Φ*α*2 *q*1 *... q*#*α*2 *r*) satis- fies *κ*(([*x*]*p*)*r*) = *p*[*κ*(([*x*]*p|*1)*r*)*, κ*(([*x*]*p|*2)*r*)]1*,*2 as in Theorem [4.10](#_bookmark10).

*2*

**Theorem 4.14** *If* [*x*] *ﬁts the general recursion scheme and satisﬁes* **BA** *then*

*FreeV ar*([*x*]*p*)= *FreeV ar*(*p*) *\ {x}*

**Proof. BA** implies ([*x*]*p*)*x →∗ p*[*x|x*] = *p*. Since in a contractum of a redex, subterms that are not in the redex cannot appear, but some of them may be absent, then *FreeV ar*(*p*) *⊆ FreeV ar*(([*x*]*p*)*x*) = *FreeV ar*([*x*]*p*) *∪ {x}*, therefore

*FreeV ar*(*p*) *\ {x} ⊆ FreeV ar*([*x*]*p*). On the other hand, since per Lemma [4.1](#_bookmark2)

*FreeV ar*([*x*]*p*) *⊆ FreeV ar*(*p*), but *x ∈/* [*x*]*p*, then *FreeV ar*([*x*]*p*) *⊆ FreeV ar*(*p*) *\*

*{x}*. *2*

**Theorem 4.15** *If t ∈ λ-term*(*V ar,* Σ*λZ′* ) *and < t > is computed with a bracket ab- straction that ﬁts the general recursion scheme and satisﬁes* **BA***, then FreeV ar*(*t*)= *FreeV ar*(*< t >*)

**Proof.** By structural induction on *t* and Theorem [4.14](#_bookmark12). *2*

* 1. *Strong Reduction Property* **SBA**

For Broda and Damas Combinators in [[7](#_bookmark22)], a rewrite relation different from that of Theorem [4.13](#_bookmark11) is used. This definition is as follows:

**Definition 4.16** The following redex and contractum are defined for

*CL*(*V ar,* Σ*Z′∪K* )

* + - Φ*αp*1 *... p*#*α*+1 *→*0 *κ*(Φ*αp*1 *p*#*α*+1)

Where the *κ* function is defined as in Theorem [4.13](#_bookmark11). The relation *→* in

*CL*(*V ar,* Σ*Z′∪K* ), is the smallest one that contains *→*0 and pass to the context

**Remark 4.17** In [[7](#_bookmark22)] it is shown that **SBA** is almost true, precisely that

([*x*]*BDp*)*t →*0*,*1 *p*[*t|x*], however Theorem [4.13](#_bookmark11) has as a corollary, that for [*x*]*BD* ,

*−η*

**SBA** is true using Definition [4.16](#_bookmark14) (this is the original definition in [[7](#_bookmark22)]).

**Corollary 4.18 (SBA)** *If x ∈ V ar, p, t ∈ CL*(*V ar,* Σ*Z*)*, and using → of the Deﬁnition* [*4.16*](#_bookmark14)*, then* ([*x*]*BD−η p*)*t → p*[*t|x*]

* 1. *Injectivity of <>*Λ *(***I***)*

Not all translations are injective, for example using the *A ∈ {HS, SH, BD}* algo- rithms we have to *<* (*λx.yx*)*z >A*= ([*x*]*A < yx >A*) *< z >A*= ([*x*]*Ayx*)*z* = *yz*, but on the other hand *< yz >A*=*< y >A< z >A*= *yz*. Since (*λx.yx*)*z* and *yz* belong to different classes of Λ, then *<>*Λ computed with the indicated algorithms, is not injective.

From the previous example can be inferred that the function *<>*Λ will never be injective, if the eta rule is used to compute [*x*]. The following theorem, states which are the conditions that must be assumed, for property **I** to be fulfilled.

**Theorem 4.19 (I)** *If* [*x*] *ﬁts the general recursion scheme,* [*x*]*r ∈/*

*V ar ∪ Zj,* [*x*]

*satisﬁes the three conditions of theorem* [*4.10*](#_bookmark10)*, and* [*x*] *< p > is not uniﬁable with*

*< q >< t > then:*

*If p, q ∈ λ-term*(*V ar,* Σ*λZ′* ) *and < p >*=*< q > then p ≡α q*

**Proof.** By structural induction. If *p ∈ V ar ∪ Zj*

*p* =*< p >*=*< q >* since [*x*]*r ∈/ V ar ∪ Zj* and if *q* = *qjt* then *< q >*=*< qj >< t >∈/ V ar*, then *q ∈ V ar*

*⇒*

*p* =*< q >*= *q ⇒ p ≡α q*

If *p* = *qjt*

*< qj >< t >*=*< p >*=*< q >*, since if *q ∈ V ar* then *< q >∈ V ar*, and [*x*] *< qjj >*

is not unifiable with *< qj >< t >*, then *q* = *qjjtj*. Therefore

*< p >*=*< qj >< t >*=*< q >*=*< qjj >< tj >⇒*

*< qj >*=*< qjj >* and *< t >*=*< tj > I⇒.H. qj ≡α qjj* and *t ≡α tj ⇒ p* = *qjt ≡α qjjtj* = *q*

If *p* = *λx.qj*

[*x*] *< qj >*=*< p >*=*< q >*, since [*x*] *< qj >∈/ V ar ∪ Zj* and [*x*] *< qj >* is not unifiable with

*< qjj >< tj >*, then *q* = *λxj.t*. Therefore

[*x*] *< qj >*=*< q >*= [*xj*] *< t > V ar$xc fresh in q′t* ([*x*] *< qj >*)*x*

*⇒*

*c*

= ([*xj*] *< t >*)*xc*

*κ is a function*

*⇒*

*κ*(([*x*] *< qj >*)*x* ) = *κ*(([*xj*] *< t >*)*x* ) *def of κ < qj >* [*x |x*] =*< t >* [*x |xj*]

*c*

*Lema* [4*.*5](#_bookmark6) *xc fresh*

*⇒*

*c ⇒ c c*

*< qj < xc|x >>*=*< t < xc|xj >> I⇒.H. qj < xc|x >≡α t < xc|xj >*

Since *xc* was any fresh variable, then it can be generalized, obtaining

(*∀xc ∈ V ar \ A*)(*qj < xc|x >≡α t < xc|xj >*) where *A* is the set (finite) of the variables of *qj* and *t*. The latter is equivalent to *p ≡α q*.

*2*

**Corollary 4.20** *If* [*x*] *ﬁts the general recursion scheme,* [*x*]*r ∈/ V ar∪Zj,* [*x*] *satisﬁes the three conditions of theorem* [*4.10*](#_bookmark10)*, and* [*x*] *< p > is not uniﬁable with < q >< t > then:*

*If p, q ∈ λ-term*(*V ar,* Σ*λZ′* ) *then < p >*=*< q > ⇐⇒ p ≡α q*

Now a recursive algorithm is defined, to compute the inverse function *<>—*1: *Img*(*<>*) *→ λ*-*term*(*V ar,* Σ*λZ′* ).

* *< p >—*1= *p* if *p ∈ V ar ∪ Zj*,
* *< p >—*1= *λxc. < κ*(*pxc*) *>—*1 if *p* is an image of [*x*] for some *x* and where *xc* is a fresh variable in *p*,
* *< pq >—*1=*< p >—*1*< q >—*1

If there is ambiguity about what rule to take, the one listed first will be used.

**Theorem 4.21** *If* [*x*] *ﬁts the general recursion scheme,* [*x*]*r ∈/ V ar∪Zj,* [*x*] *satisﬁes the three conditions of theorem* [*4.10*](#_bookmark10)*,* [*x*] *< p > is not uniﬁable with < q >< t > then:*

*If p ∈ λ-term*(*V ar,* Σ*λZ*

*′* ) *then << p >>—*1*∈ λ-term*(*V ar,* Σ*λ*

*<< p >>—*1*≡α p*

*Z*

*′* ) *and*

**Proof.** Note that if *u ≡α uj* and *y ∈/ BoundV ar*(*uuj*) then *u < y|x >≡α uj < y|x >*

(*∗∗ ∗∗*)

The proof is by structural induction over *p*. If *p ∈ V ar ∪ Zj*

*<< p >>—*1*def*

*—*1*def*

= *< p >*

= *p ≡α p* and

*<< p >>—*1= *p ∈ λ*-*term*(*V ar,* Σ*λ ′* )

*Z*

If *p* = *qt* with *q, t ∈ λ*-*term*(*V ar,* Σ*λZ′* )

Since *< qt >*=*< q >< t >* is not unifiable with [*x*] *< pj >*, then

*<< q >< t >>—*1=*<< q >>—*1*<< t >>—*1. Since by **I.H.**

*<< q >>—*1*∈ λ*-*term*(*V ar,* Σ*λ ′* ), *<< q >>—*1*≡α q*, *<< t >>—*1*∈*

*Z*

*—*1

*λ*-*term*(*V ar,* Σ*λZ′* ) and *<< t >> ≡α t*, then by definition of *≡α*, is fulfilled

that *<< p >>—*1=*<< q >>—*1*<< t >>—*1*≡α qt* = *p* and

*<< p >>—*1=*<< q >>—*1*<< t >>—*1*∈ λ*-*term*(*V ar,* Σ*λ ′* ).

*Z*

If *p* = *λx.q* with *x ∈ V ar* and *q ∈ λ*-*term*(*V ar,* Σ*λZ′* )

*—*1 *—*1

*—*1[*x*]*<q>∈/V ar∪Z′ and definition of <>−*1

*<< p >>* =*<< λx.q >>*

=*<* [*x*] *< q >>* =

*λxc. < κ*(([*x*] *< q >*)*xc*) *>—*1*T heor*=*em* [4*.*10](#_bookmark10)

*—*1*q′≡αq Λ xc∈/BoundV ar*(*q′*) *Λ T heorem* [4*.*6](#_bookmark7)

*λxc. << q >*

[*xc|x*] *>* =

*λxc. << qj >* [*xc|x*] *>—*1.

It is now proved by cases that *< qj >* [*xc|x*] =*< qj < xc|x >>*.

If *xc* = *x* then *< qj >* [*xc|x*] =*< qj >* [*x|x*] =*< qj >*=*< qj < x|x >>*=*< qj < xc|x >>*.

If *xc /*= *x* then, since *xc* is fresh in [*x*] *< q >*, it is necessary that

*xc ∈/*

*FreeV ar*([*x*] *< q >*) *T heor*=*em* [4*.*14](#_bookmark12)

*FreeV ar*(*< q >*) *\ {x} T heor*=*em* [4*.*15](#_bookmark13)

*FreeV ar*(*q*) *\ {x}* = *FreeV ar*(*qj*) *\ {x}*, so *xc ∈/ FreeV ar*(*qj*), in addition *qj*

was chosen such that *xc ∈/*

*BoundV ar*(*qj*) and therefore *xc ∈/*

*V ar*(*qj*). Using

Lemma [4.5](#_bookmark6) we have to *< qj >* [*xc|x*] =*< qj < xc|x >>*.

Thus *<< p >>—*1= *λxc. << qj >* [*xc|x*] *>—*1= *λxc. << qj < xc|x >>>—*1

On the other hand defining *A* := *BoundV ar*(*<< qj < xc|x >>>—*1 (*qj < xc|x >*)) *∪ BoundV ar*(*qqj*) and taking *y ∈ V ar \ A*, is fulfilled that:

*<< qj < xc|x >>>—*1*< y|xc >*

*y∈/BoundV ar*(*<<q′<xc|x>>>−*1(*q′<xc|x>*))*,* (*∗∗∗∗*) *and I.H.*

*≡α*

(*qj < xc|x >*) *< y|xc >*

*xc∈/BoundV ar*(*q′*) *and xc∈/F reeV ar*(*q′*)*\{x}*

=

*qj < y|x >*

*y∈/BoundV ar*(*qq′*) *and* (*∗∗∗∗*)

*≡α*

*q < y|x >*

Since *y* was any variable in *V ar \ A*, then it can be generalized, obtaining

(*∀y ∈ V ar \ A*)(*<< qj < xc|x >>>—*1*< y|xc >≡α q < y|x >*) where *A* is a finite

set. The latter is equivalent to:

*<< p >>—*1= *λxc. << qj < xc|x >>>—*1*≡α λx.q* = *p*

*2*
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