[EURO Journal on Computational Optimization 9 (2021) 100015](https://doi.org/10.1016/j.ejco.2021.100015)

![Imprint logo](data:image/jpeg;base64,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) ![Journal logo](data:image/jpeg;base64,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)

Contents lists available at [ScienceDirect](http://www.ScienceDirect.com/)

EURO Journal on Computational Optimization

journal homepage: [www.elsevier.com/locate/ejco](http://www.elsevier.com/locate/ejco)

![](data:image/png;base64,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)First-Order Methods for Convex Optimization

Pavel Dvurechensky[a](#_bookmark0),[b](#_bookmark1),[c](#_bookmark2), Shimrit Shtern[d](#_bookmark3), Mathias Staudigl[e](#_bookmark4),[∗](#_bookmark5)

a *Weierstrass Institute for Applied Analysis and Stochastics, Mohrenstr. 39, Berlin 10117, Germany*

b *Institute for Information Transmission Problems RAS, Bolshoy Karetny per. 19, build.1, Moscow, 127051, Russia*

c *Moscow Institute of Physics and Technology, 9 Institutskiy per., Dolgoprudny, Moscow Region, 141701, Russia*

d *Faculty of Industrial Engineering and Management, Technion - Israel Institute of Technology, Haifa, Israel*

e *Maastricht University, Department of Data Science and Knowledge Engineering (DKE) and Mathematics Centre Maastricht (MCM), Paul-Henri Spaaklaan 1, Maastricht 6229 EN, The Netherlands*

a r t i c l e i n f o a b s t r a c t

*2010 MSC:*

90C25

90C30

90C06

68Q25

65Y20

68W40

*Keywords:*

Convex Optimization Composite Optimization First-Order Methods Numerical Algorithms Convergence Rate Proximal Mapping Proximity Operator Bregman Divergence

First-order methods for solving convex optimization problems have been at the forefront of mathematical opti- mization in the last 20 years. The rapid development of this important class of algorithms is motivated by the success stories reported in various applications, including most importantly machine learning, signal process- ing, imaging and control theory. First-order methods have the potential to provide low accuracy solutions at low computational complexity which makes them an attractive set of tools in large-scale optimization problems. In this survey, we cover a number of key developments in gradient-based optimization methods. This includes non-Euclidean extensions of the classical proximal gradient method, and its accelerated versions. Additionally we survey recent developments within the class of projection-free methods, and proximal versions of primal- dual schemes. We give complete proofs for various key results, and highlight the unifying aspects of several optimization algorithms.

### Introduction

The traditional standard in convex optimization was to trans- late a problem into a conic program and solve it using a primal- [dual interior point method (IPM). The monograph Nesterov and Ne- mirovski (1994) was instrumental in setting this standard. The primal-](#_bookmark230) dual formulation is a mathematically elegant and powerful approach as these conic problems can then be solved to high accuracy when the di- mension of the problem is of moderate size. This philosophy culminated into the development of a robust technology for solving convex opti- mization problems which is nowadays the computational backbone of [many specialized solution packages like MOSEK (Andersen and Ander- sen, 2000), or SeDuMi (](#_bookmark112)[Sturm,](#_bookmark220) [1999). However, in general, the iteration](#_bookmark112)

mension. As a result, as the dimension *𝑛* of optimization problems grows, costs of interior point methods grow non-linearly with the problem’s di-

off-the shelve interior point methods eventually become impractical. As an illustration, the computational complexity of a single step of many

standardized IPMs scales like *𝑛*3, corresponding roughly to the complex-

ity of inverting an *𝑛* × *𝑛* matrix. This means that for already quite small problems of size like *𝑛* = 102, we would need roughly 106 arithmetic op-

erations just to compute a single iterate. From a practical viewpoint, such a scaling is not acceptable. An alternative solution approach, par- ticularly attractive for such ”large-scale” problems, are *first-order meth- ods* (FOMs). These are iterative schemes with computationally cheap iterations usually known to yield low-precision solutions within reason- able computation time. The success-story of FOMs went hand-in-hand with the fast progresses made in data science, analytics and machine learning. In such data-driven optimization problems, the trade-off be- tween fast iterations and low accuracy is particularly pronounced, as these problems usually feature high-dimensional decision variables. In these application domains precision is usually considered to be a sub- ordinate goal because of the inherent randomness of the problem data, which makes it unreasonable to minimize with accuracy below the sta- tistical error.

The development of first-order methods for convex optimization problems is still a very vibrant field, with a lot of stimulus from the
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already mentioned applications in machine learning, statistics, optimal control, signal processing, imaging, and many more, see e.g. the recent [review papers on optimization for machine learning (Bottou et al., 2018; Jain and Kar, 2017; Wright, 2018). Naturally, any attempt to try to sur-](#_bookmark124) vey this lively scientific field is already doomed from the beginning to be a failure, if one is not willing to make restrictions on the topics cov- ered. Hence, in this survey we tried to give a largely self-contained and concise summary of some important families of FOMs, which we believe have had an ever-lasting impact on the modern perspective of continu- ous optimization. Before we give an outline of what is covered in this survey, it is therefore fair to mention explicitly, what is NOT covered in the pages to come. One major restriction we imposed on ourselves is the concentration on *deterministic* optimization algorithms. This is in- deed a significant cut in terms of topics, since the field of stochastic op- timization and randomized algorithms has particularly been at the fore- front of recent progresses made. Nonetheless, we intentionally made this cut, since most of the developments within stochastic optimization al- gorithms are based on deterministic counterparts, and actually in many cases one can think of deterministic algorithms as the mean-field equiv- alent of a stochastic optimization technique. As a well-known example, we can mention the celebrated stochastic approximation theory initi- ated by [Robbins and Monro (1951)](#_bookmark242), with its close connection to deter- ministic gradient descent. See [Benveniste et al. (1990)](#_bookmark113); [Kushner (1984)](#_bookmark185); [Ljung et al. (2012)](#_bookmark199), for classical references from the point of view of systems theory and optimization, and [Benaïm, 1998](#_bookmark114) for its deep con- nection with deterministic dynamical systems. This link has gained sig- nificant relevance in various stochastic optimization models recently [(Davis et al., 2020; Duchi and Ruan, 2018; Mertikopoulos and Staudigl,](#_bookmark167)

timization, mainly because of its good scalability properties and small iteration costs. Conceptually, it is an interesting optimization method, as it allows us to solve convex programming problems with complicated geometry on which proximal operators are not easy to evaluate. This, in fact, applies to many important domains, like the Spectrahedron, or domains defined via intersections of several half spaces. CG is also rele- vant when the iterates should preserve structural features of the desired solution, like sparsity. [Section 5](#_bookmark60) gives a comprehensive account of this versatile method.

All the methods we discussed so far generally provide sublinear con-

ity of *𝑂*(1∕*𝜀*). In his influential paper ([Nesterov, 1983](#_bookmark216)), Nesterov pub- vergence guarantees in terms of function values with iteration complex- lished an optimal method with iteration complexity of *𝑂*(1∕ *𝜀*) to reach an *𝜀*-optimal solution. This was the starting point for the development

*√*

of acceleration techniques for given FOMs. [Section 6](#_bookmark72) summarizes the recent developments in this field.

With writing this survey, we tried to give a holistic presentation of the main methods in use. At various stages in the survey, we establish connections, if not equivalences, between various methods. For many of the key results we provide self-contained proofs.

*Notation* We use standard notation and concepts from convex and variational analysis, which, unless otherwise specified, can all be found [in the monographs (Bauschke and Combettes, 2016; Hiriart-Urrut and](#_bookmark96)

we let 𝖵 represent a finite-dimensional vector space of dimension *𝑛* with [Lemaréchal, 2001; Rockafellar and Wets, 1998). Throughout this article,](#_bookmark96) norm ⋅ . We will write 𝖵∗ for the (algebraic) dual space of 𝖵 with

duality*‖*pa*‖*iring *⟨𝑦, 𝑥⟩* between *𝑦* ∈ 𝖵∗ and *𝑥* ∈ 𝖵. The dual norm of *𝑦* ∈ 𝖵∗

is *𝑦* = sup{ *𝑦, 𝑥 𝑥* ≤ 1}. The set of proper lower semi-continuous

*⟨*

functions *𝑓* ∶ 𝖵 → (−∞*,* ∞] is denoted as Γ0(𝖵). The (effective) domain of a function *𝑓* ∈ Γ (𝖵) is defined as dom *𝑓* = {*𝑥* ∈ 𝖵 *𝑓* (*𝑥*) *<* ∞}. For a

*‖ ‖*∗ *⟩| ‖ ‖*

[2018a; 2018b). Some excellent references on stochastic optimization](#_bookmark167) are [Shapiro et al., 2009](#_bookmark250) and [Lan, 2020](#_bookmark188). Furthermore, we excluded some

important classes of alternating minimization methods, such as block- coordinate descent, and variations thereof. Section 14 in the beautiful book ([Beck, 2017](#_bookmark97)) gives a thorough account of these methods, and we urge the interested reader to start reading there.

So, what is it that we actually do in this survey? Four seemingly dif-

0

given continuously differentiable function *𝑓*

gradient vector

*(*  *𝜕𝑓*  *𝜕𝑓 )⊤*

∇*𝑓* (*𝑥*1*,* … *, 𝑥𝑛* ) =

*,* … *,*

*𝜕𝑥*1 *𝜕𝑥𝑛*

*.*

∶ 𝖷

*⊆* 𝖵 →*|*

ℝ we denote its

ferent optimization algorithms are surveyed, all of which belong now to the standard toolkit of mathematical programmers. After introduc- ing the (standard) notation that will be used in this survey, we give a precise formulation of the model problem for which modern convex optimization algorithms are developed. In particular, we focus on the general composite convex optimization model, including smooth and non-smooth terms. This model is rich enough to capture a significant class of convex optimization problems. Non-smoothness is an impor- tant feature of the model, as it allows us to incorporate constraints via penalty and barrier functions. Non-smooth optimization methods also gained a lot of attention in statistical and machine learning where regu- larization functions are usually included in the estimation part in order to promote sparsity or other a-priori relevant information about the es- timator to be obtained. An eﬃcient way to deal with non-smoothness is provided by the use of *proximal operators*, a key methodological contri- bution born within convex analysis (see [Rockafellar and Wets (1998)](#_bookmark247) for an historical overview). [Section 3](#_bookmark12) introduces the general non-Euclidean proximal setup, which describes the mathematical framework within which the celebrated *Mirror Descent* and *Bregman proximal gradient meth- ods* are analyzed nowadays. These tools achieved extreme popularity in [online learning and convex optimization (Bubeck, 2015; Juditsky and Nemirovski, 2011a; 2011b). The main idea behind this technology is to](#_bookmark129) exploit favorable structure in the problem’s geometry to boost the prac- tical performance of gradient-based methods. The proximal revolution has also influenced the further development of primal-dual optimization methods based on augmented Lagrangians. We review proximal variants of the celebrated Alternating Direction Method of Multipliers (ADMM) in [Section 4](#_bookmark52). We then move on to give an in-depth presentation of projection-free optimization methods based on linear minimization ora-

cles, the classical *Conditional Gradient* (CG) (a.k.a Frank-Wolfe) method

The subdifferential at a point *𝑥* ∈ 𝖷 *⊆* 𝖵 of a convex function *𝑓* ∶ 𝖵 →

ℝ ∪ {+∞} is denoted as

*𝜕𝑓* (*𝑥*) = {*𝑝* ∈ 𝖵∗ *𝑓* (*𝑦*) ≥ *𝑓* (*𝑥*) + *𝑝, 𝑦* − *𝑥* ∀*𝑦* ∈ 𝖵}*.* (1.1)

*| ⟨ ⟩*

The elements of *𝜕𝑓* (*𝑥*) are called subgradients.

Given some set 𝖷 *⊆* 𝖵, denote its relative interior as relint(𝖷). Recall As a notational convention, we write matrices in bold capital fonts.

that, if the dimension of the set 𝖷 agrees with the dimension of the

interior, which we denote as int(𝖷). Hence, the two notions differ only ground space 𝖵, then the relative interior coincides with the topological

We denote the closure as cl(𝖷). The boundary of 𝖷 is defined in the usual in situations where 𝖷 is contained in a lower-dimensional submanifold. way bd(𝖷) = cl(𝖷) ⧵ int(𝖷).

### Composite convex optimization

In this survey we focus on the generic optimization problem

min{Ψ(*𝑥*) ∶= *𝑓* (*𝑥*) + *𝑟*(*𝑥*)}*.* (P)

*𝑥*∈𝖷

At many stages of this survey, the following properties are imposed on the data of the minimization problem [(P)](#_bookmark6):

### Assumption 1.

1. 𝖷 *⊆* 𝖵 is a nonempty closed convex set embedded in a finite- dimensional real vector space 𝖵;
2. *𝑓* ∶ 𝖵 → ℝ is convex and continuously differentiable on a neighbor- hood of 𝖷. Furthermore, it possesses a *𝐿𝑓* -Lipschitz continuous gra-

dient on 𝖷:

*‖ 𝑓*

– ′

*‖*∗

and its recent variants. CG gained extreme popularity in large-scale op-

(∀*𝑥, 𝑥*′ ∈ 𝖷) ∶

∇ (*𝑥*) − ∇*𝑓* (*𝑥*′)

≤ *𝐿*

*𝑓 ‖𝑥 𝑥 ‖*

(2.1)

1. *𝑟* ∈ Γ0(𝖵) and *𝜇*-strongly convex on 𝖵 for some *𝜇* ≥ 0 with respect to a norm ⋅ on 𝖵. This means that for all *𝑥, 𝑦* ∈ dom *𝑟*, and any selection *𝑟* (*𝑥*) ∈ *𝜕𝑟*(*𝑥*), we have

′*‖ ‖*

*𝑟*(*𝑦*) ≥ *𝑟*(*𝑥*) + *𝑟*′(*𝑥*)*, 𝑦* − *𝑥* + *𝜇 𝑥* − *𝑦* 2*.*

*⟨ ⟩ ‖ ‖*

2

If *𝜇* = 0 then the function *𝑟* is called convex.

We are interested in problems which are feasible.

**Assumption 2.** dom *𝑟* ∩ 𝖷 ≠ ∅.

In many recent applications, the smooth function *𝑓* represents a data fidelity term and the non-smooth part *𝑟* takes the role of a penalty func- tion or regularizer. The most important examples of function *𝑟* are as

follows:

[Wajs (2005)](#_bookmark157). This led to a rich interplay between convex programming on the one hand and machine learning and signal/image processing on the other hand. Indeed, several work-horse models in these application domains are of the composite type

Ψ(*𝑥*) = *𝑔*(**𝐀***𝑥*) + *𝑟*(*𝑥*) (2.7)

where *𝑔* ∶ 𝖤 → ℝ is a smooth function defined on a finite-dimensional set 𝖤 (usually of lower dimension than 𝖵), and **𝐀** ∈ B𝖫(𝖵*,* 𝖤) is bounded linear operator mapping points *𝑥* ∈ 𝖵 to elements **𝐀***𝑥* ∈ 𝖤. Convexity al-

lows us to switch between primal and dual formulations freely, so that the above problem can be equivalently considered as a convex-concave minimax problem

min max{*𝑟*(*𝑥*) + **𝐀***𝑥, 𝑦* − *𝑔*∗(*𝑦*)} (2.8)

* *𝑟* is an indicator function of a closed convex set 𝖢 *⊂* 𝖵 with 𝖢 ∩ 𝖷 ≠

*{* (2.2)

*𝑥*∈𝖷 *𝑦*∈𝖤 *⟨ ⟩*

∅:

*𝑟*(*𝑥*) = *𝛿*𝖢(*𝑥*) ∶=

0 if *𝑥* ∈ 𝖢*,*

+∞ if *𝑥* ∉ 𝖢*.*

Such minimax formulations have been of key importance in signal pro- [cessing and machine learning (Juditsky et al., 2013; Juditsky and Ne- mirovski, 2011b), game theory (](#_bookmark202)[Sorin,](#_bookmark215) [2000), decomposition methods](#_bookmark202) ([Tseng, 1991](#_bookmark234)) and its very recent innovation around generative adver-

* [*𝑟* is a self-concordant barrier (Nesterov, 2018b; Nesterov and Ne-](#_bookmark228)

[≠](#_bookmark228)

[mirovski, 1994) for a closed convex set 𝖢 *⊂* 𝖵 with 𝖢 ∩ 𝖷 ∅.](#_bookmark228)

* *𝑟* is a nonsmooth convex function with relatively simple structure.

For example, it could be a norm regularization like the celebrated

𝓁 -regularizer *𝑟*(*𝑥*) = *𝑥 .* This regularizer plays a fundamental role

1 [*‖ ‖*](#_bookmark126)1

in high-dimensional statistics ([Bühlmann and van de Geer, 2011](#_bookmark131)) and signal processing ([Bruckstein et al., 2009; Daubechies et al., 2004](#_bookmark126)).

sarial networks ([Goodfellow et al., 2014](#_bookmark184)).

Another canonical class of optimization problems in machine learn- ing is the finite-sum model

Ψ(*𝑥*) = 1 *∑ 𝑓* (*𝑥*) + *𝑟*(*𝑥*)*,* (2.9)

*𝑁*

*𝑁*

*𝑖*=1

*𝑖*

*cone* associated with the closed convex set 𝖷 *⊆* 𝖵 as For characterizing solutions to our problem [(P)](#_bookmark6), define the *tangent*

𝖳𝖢 (*𝑥*) ∶= *{*{*𝑣* = *𝑡*(*𝑥*′ − *𝑥*)*|𝑥*′ ∈ 𝖷*, 𝑡* ≥ 0} *⊆* 𝖵 if *𝑥* ∈ 𝖷*,*

𝖷

∅ else

which comes from supervised learning, where *𝑓𝑖* (*𝑥*) corresponds to the loss incurred on the *𝑖*-th data sample using a hypothesis parameter- ized by the decision variable *𝑥*. Typically, *𝑁* is an extremely large

number as it corresponds to the size of the data set. The recent liter-

ature on variance reduction techniques and distributed optimization is

and the *normal cone*

*{*{*𝑝* ∈ 𝖵∗*|* sup

*⟨𝑝, 𝑣⟩*

𝖭𝖢𝖷(*𝑥*) ∶=

∅

*𝑣*∈𝖳𝖢𝖷(*𝑥*)

≤ 0} if *𝑥* ∈ 𝖷

else.

very active in making such large scale optimization problems tractable. Surveys on the latest developments in these fields can be found in

[Gower et al. (2020)](#_bookmark191) and the recent comprehensive textbook [Lan (2020)](#_bookmark188).

We remark that *𝜕𝛿*𝖷(*𝑥*) = 𝖭𝖢𝖷(*𝑥*) for all *𝑥* ∈ 𝖷.

Given the feasible set 𝖷 *⊆* 𝖵, we denote the value function

Ψ (𝖷) ∶= inf Ψ(*𝑥*)*.* (2.3)

min

*𝑥*∈𝖷

We are focusing in this survey on problems which are solvable.

### The Proximal Gradient Method

* 1. *Motivation*

In the context of the composite optimization problem [(P)](#_bookmark6), a classical

**Assumption 3.** 𝖷∗ ∶= {*𝑥* ∈ 𝖷 Ψ(*𝑥*) = Ψ

*|*

min

(𝖷)} ≠ ∅*.*

and very powerful idea is to construct numerical optimization meth- ods by exploiting problem structure. Following this philosophy, we de-

Given the standing hypothesis on the functions *𝑓* and *𝑟*, it is easy

to see that 𝖷∗ is always a closed convex set. Moreover, if *𝜇 >* 0, then problem [(P)](#_bookmark6) is *strongly convex*, and so 𝖷∗ is a singleton.

Optimality conditions for problem [(P)](#_bookmark6) can be formulated using dif- ferential calculus tools from convex analysis. [(P)](#_bookmark6) can be treated as an

linearization of the smooth part, the non-smooth part *𝑟* ∈ Γ0(𝖵), and a termine the position of the next iterate by minimizing the sum of the quadratic regularization term with weight *𝛾 >* 0:

*𝑥*+(*𝛾*) = argmin{*𝑓* (*𝑥*) + ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥* + *𝑟*(*𝑢*) + 1 *𝑢* − *𝑥* 2}*.* (3.1)

unconstrained problem by augmenting the objective function Ψ = *𝑟* + *𝑓*

*𝑢*∈𝖷 *⟨*

*⟩* 2*𝛾 ‖ ‖*2

by the non-smooth penalty *𝛿*𝖷. Our main problem becomes then

min(*𝑓* (*𝑥*) + *𝑟*(*𝑥*) + *𝛿* (*𝑥*))*.* (2.4)

*𝑥*∈𝖵

𝖷

Fermat’s rule says that *𝑥*∗ ∈ 𝖵 is a solution to [(2.4)](#_bookmark15) if and only if 0 ∈

*𝜕*Ψ(*𝑥*∗) + 𝖭𝖢𝖷(*𝑥*∗) ([Rockafellar and Wets (1998](#_bookmark247), Theorem 8.15)). In gen-

eral, the subdifferential operator is not linear, and we only have a ”fuzzy

sum rule” *𝜕*Ψ(*𝑥*) *⊆* ∇*𝑓* (*𝑥*) + *𝜕𝑟*(*𝑥*). However, we know that *𝑟* is finite at *𝑥*

∗

Disregarding terms which do not influence the computation of the so-

set constraint into the non-smooth part by defining *𝜙*(*𝑥*) = *𝑟*(*𝑥*) + *𝛿*𝖷(*𝑥*), lution of this strongly convex minimization problem, and absorbing the

we see that [(3.1)](#_bookmark14) can be equivalently written as

*𝑥*+ (*𝛾*) = argmin *{𝛾𝜙*(*𝑢*) + 1 *‖𝑢* − (*𝑥* − *𝛾*∇*𝑓* (*𝑥*))*‖*2 *}.* (3.2)

*𝑢*∈𝖵

2

2

and *𝑓* is smooth on a neighborhood containing 𝖷 ([Assumptions 1](#_bookmark7)(b)). Hence, by [Rockafellar and Wets (1998](#_bookmark247), Exercise 8.8c), we have *𝜕*Ψ(*𝑥*∗) =

∇*𝑓* (*𝑥*∗) + *𝜕𝑟*(*𝑥*∗). Therefore, Fermat’s optimality condition becomes

0 ∈ ∇*𝑓* (*𝑥*∗) + *𝜕𝑟*(*𝑥*∗) + 𝖭𝖢𝖷(*𝑥*∗)*.* (2.5)

This means that there exists *𝜉* ∈ *𝜕𝑟*(*𝑥*∗) such that

interesting geometric principles acting here. Indeed, if *𝑟* would be a This way of writing the updating scheme immediately reveals some

finite constant on 𝖷 (say 0 for concreteness), then the rule [(3.2)](#_bookmark16) is nothing else than the Euclidean projection of the directional vector

*𝑥* − *𝛾*∇*𝑓* (*𝑥*) onto the set 𝖷. In this case, the minimization routine re-

turns the classical projected gradient step *𝑥*+(*𝛾*) = *𝑃*𝖷(*𝑥* − *𝛾*∇*𝑓* (*𝑥*)), where

∇ (*𝑥*∗) + *𝜉, 𝑣* ≥ 0 ∀*𝑣* ∈ 𝖳𝖢 (*𝑥*∗)*.* (2.6) 𝖷

*⟨ 𝑓 ⟩* 𝖷

*𝑃* (*𝑥*) = argmin

1

*𝑦* − *𝑥* 2. Iterating the map *𝑥* ↦ *𝑃* ◦(Id −*𝛾*∇*𝑓* ) gen-

*𝑦*∈𝖷 2 *‖ ‖*2 𝖷

The structured composite optimization problem [(P)](#_bookmark6) has attracted a lot of interest in convex programming over the last 20 years moti- vated by a number of important applications, see, e.g. [Combettes and](#_bookmark157)

cases where the non-smooth function *𝑟* is non-trivial over the domain erates the classical *gradient projection method*. A new obstacle arises in

𝖷. A fundamental idea, going back to [Moreau (1965)](#_bookmark207), is to define the

*proximity operator* Prox*𝜙* ∶ 𝖵 → 𝖵 associated with a function *𝜙* ∈ Γ0(𝖵)

as[1](#_bookmark23)

Prox (*𝑥*) ∶= argmin *{𝜙*(*𝑢*) + 1 *‖𝑢* − *𝑥‖*2*}.* (3.3)

*𝜙*

*𝑢*∈𝖵

2

2

footprint on the overall iteration complexity of the method, as we will demonstrate in this section. The point of departure of Bregman Proximal

of the domain 𝖷, see e.g. [Auslender and Teboulle (2009)](#_bookmark133). This can not only positively affect the per-iteration complexity, but also will have a

**Remark 3.1.** The classical Moreau proximity operator of *𝜙* is, in gen- eral, explicitly computable when *𝜙* is norm like, or when *𝜙* is the in-

dicator function of sets whose geometry is favorable to Euclidean pro- jections. Although quite frequent in applications (orthant, second-order

cone, 𝓁1 norm), these prox-friendly functions are very scarce, see, e.g.,

[Combettes and Wajs (2005](#_bookmark157), Section 2.6). A significant improvement will

be made in [Section 3.2](#_bookmark20), where a general Bregman proximal framework will be introduced.

The value function

1

algorithms is to introduce a *distance generating function ℎ* ∶ 𝖵 → (−∞*,* ∞], which is a barrier-type mapping suitably chosen to capture geometric

features of the set 𝖷.

**Definition 3.1.** Let 𝖷 be a closed convex subset of 𝖵. We say that *ℎ* ∈ Γ0(𝖵) is a *distance generating function (DGF)* with modulus *𝛼 >* 0 with

respect to ⋅ on 𝖷 if

*‖ ‖*

1. *ℎ* is closed, convex and proper;
2. 𝖷 *⊆* dom *ℎ*;

≠

1. the set 𝖷◦ = {*𝑥* ∈ 𝖷 *𝜕ℎ*(*𝑥*) ∅} is nonempty and convex;

*𝜙* (*𝑥*) = inf{*𝜙*(*𝑢*) +

– 2}

*𝑢*

*𝛾*

2*𝛾*

*‖𝑢 𝑥‖*

1. *ℎ* restricted to 𝖷◦

is*|*continuously differentiable and strongly convex

is called the *Moreau envelope* of the function *𝜙*, and is an important

smoothing and regularization tool, frequently employed in numerical

analysis. Indeed, for a function *𝜙* ∈ Γ (𝖵) and *𝛾 >* 0, its Moreau enve-

under the norm ⋅ with parameter *𝛼*:

(∀*𝑥, 𝑥*′ ∈ 𝖷◦) ∶ ∇ (*𝑥*) − ∇*ℎ*(*𝑥*′)*, 𝑥* − *𝑥*′ ≥

*⟨ ℎ*

*‖*

*𝛼*

*⟩*

*‖ ‖*

*𝛼‖𝑥*

– *𝑥*′ 2*.*

0

lope is finite everywhere, convex and has *𝛾*−1-Lipschitz continuous gra- [dient on 𝖵 given by ∇*𝜙𝛾* (*𝑥*) = 1 (*𝑥* − Prox*𝛾𝜙*(*𝑥*)) Bauschke and Combettes](#_bookmark96)

[*𝛾*](#_bookmark96)

[(2016, Prop. 12.30).](#_bookmark96)

In the context of minimization the composite model Ψ = *𝑓* + *𝑟*, the

gradient-based methods. Choosing *𝜙* = *𝑟* + *𝛿*F in [(3.3)](#_bookmark18), and replacing the proximity operator is the key actor in generating a large family of generic input with the specific input *𝑥* − *𝛾*∇*𝑓* (*𝑥*), we are in the frame-

work of the *Proximal Gradient Method* (PGM). PGM is a very powerful method which received enormous interest in optimization and its ap- plications. For a survey in the context of signal processing we refer the reader to [Combettes and Pesquet (2011)](#_bookmark155). A general survey on proximal operators can be found in [Beck (2017)](#_bookmark97); [Parikh and Boyd (2014)](#_bookmark237).

We denote by  (𝖷) the set of DGFs on 𝖷.

[(1970, Section 23-25), we know that dom(*𝜕ℎ*) *⊂* dom *ℎ*. Hence, 𝖷◦ = From classical differential theory of convex functions Rockafellar](#_bookmark245) dom(*𝜕ℎ*) ∩ 𝖷 is contained in the set dom *ℎ* ∩ 𝖷, which in turn agrees with

𝖷 thanks to property (b). Restricted to 𝖷◦ the DGF *ℎ* is continuously

differentiable.

In many proximal settings we are interested in DGFs which act as

function *ℎ* are captured by its scaling near bd(𝖷), usually encoded in barriers on the feasible set 𝖷. Naturally, the barrier properties of the

terms of the notion of *essential smoothness* ([Rockafellar (1970](#_bookmark245), Section 26).)

**Definition 3.2** (Essential smoothness)**.** *ℎ* ∈  (𝖷) is *essentially smooth*

*𝛼*

**Input:** *𝑥*0 ∈ 𝖷*.* **The Proximal Gradient Method (PGM)**

**General step:** For *𝑘* = 0*,* 1*,* … do: Choose *𝛾𝑘 >* 0.

set *𝑥𝑘*+1 = Prox*𝛾 𝜙 𝑥𝑘* − *𝛾𝑘*∇*𝑓* (*𝑥𝑘*) .

*(*

*)*

if it satisfies the following three conditions:

1. int(dom *ℎ*) ≠ ∅;
2. *ℎ* is differentiable throughout int(dom *ℎ*);
3. lim*𝑖*→∞ *‖*∇*ℎ*(*𝑥𝑖*)*‖* = +∞ whenever *𝑥*1*, 𝑥*2*,* … is a sequence in int(dom *ℎ*)

converging to a boundary point *𝑥* of int(dom *ℎ*).

Given *ℎ* ∈  (𝖷), its *Bregman divergence 𝐷* ∶ dom *ℎ* × dom(*𝜕ℎ*) → ℝ

*𝑘*

*𝛼*

*ℎ*

**Remark 3.2.** In the fully non-smooth case, i.e. when *𝑓* = 0 in our model

is defined as

*𝐷* (*𝑢, 𝑥*) ∶= *ℎ*(*𝑢*) − *ℎ*(*𝑥*) − ∇*ℎ*(*𝑥*)*, 𝑢* − *𝑥 .* (3.4)

problem, PGM reduces to a classical recursion known as the *proximal ℎ* *⟨ ⟩*

The *𝛼*-strong convexity of the DGF ensures that

*point* method:

*𝑥𝑘*+1 = Prox (*𝑥𝑘*) = argmin{*𝜙*(*𝑢*) + 1

*𝑢* − *𝑥𝑘* 2}*.*

(∀*𝑥* ∈ dom(*𝜕ℎ*)*,* ∀*𝑢* ∈ dom *ℎ*) ∶ *𝐷* (*𝑢, 𝑥*) ≥ *𝛼*

*𝑢* − *𝑥* 2*.* (3.5)

*𝑘 𝑢*∈𝖵

*𝛾 𝜙*

2*𝛾𝑘 ‖ ‖*

*ℎ* 2 *‖ ‖*

This scheme has been first proposed by [Martinet (1970)](#_bookmark203) and [Rockafellar (1976b)](#_bookmark248).

* 1. *Bregman Proximal Setup*

Hence, *𝐷ℎ*(*𝑥, 𝑥*) = 0 for *𝑥* ∈ dom(*𝜕ℎ*), but in general it is not a symmetric

function and it does not satisfy a triangle inequality. This disqualifies

*𝐷ℎ* from carrying the label of a metric, but it can still be interpreted as

a distance measure.

*𝛼* 𝖷 is known to be differentiable on 𝖵

with a -Lipschitz continuous

*𝛼*

∗

 *⟨ ⟩*

The convex conjugate *ℎ* (*𝑦*) = sup*𝑥*∈𝖵{ *𝑥, 𝑦* − *ℎ*(*𝑥*)} for a function *ℎ* ∈ ( ) ∗ 1

the 𝓁 -norm 1 *𝑢* − 2

The basic idea behind non-Euclidean extensions of PGM is to replace

gradient ([Rockafellar and Wets (1998](#_bookmark247), Proposition 12.60)):

2 2 *‖ 𝑥‖* by a different distance-like function which is tai-

lored to the geometry of the feasible set 𝖷 *⊆* 𝖵. These non-Euclidean

*ℎ*∗(*𝑦* ) ≤ *ℎ*∗(*𝑦* ) + ∇*ℎ*∗(*𝑦* )*, 𝑦*

+ 1

2 *.* (3.6)

distance-like functions that will be used are *Bregman divergences*. The

– *𝑦*

*𝑦*

– *𝑦*

2 1 *⟨*

1 2 1*⟩*

2*𝛼 ‖* 2

1*‖*∗

transition from Euclidean to non-Euclidean distance measures is mo- tivated by the usefulness and flexibility of the latter in computational perspectives and potentials for improving convergence properties for specific application domains. In particular, the move from Euclidean to non-Euclidean distance measures allows to adapt the algorithm to the underlying geometry, typically explicitly embodied in the description

for all *𝑦*1*, 𝑦*2 ∈ 𝖵∗.

It will be instructive to go over some standard examples of dis-

tance generating functions. See also [Combettes and Wajs (2005)](#_bookmark157), [Bauschke and Combettes (2016)](#_bookmark96), and [Ben-Tal and Nemirovski (2020)](#_bookmark111).

**Example 3.1** (Euclidean Projection)**.** We begin by revisiting the 𝓁2- projection on some closed convex subset 𝖷 *⊂* 𝖵 = ℝ*𝑛*. Letting *ℎ*(*𝑥*) =

1 2

∈

1 The repository <http://proximity-operator.net/index.html> provides codes

◦ = 𝖷. Moreover, for *𝑥* ∈ 𝖷◦,

2 *‖𝑥‖*2 for *𝑥*

and explicit expressions for proximity operators of many standard functions. A [useful MATLAB implementation of proximal methods is described in Beck and](#_bookmark98)

the DGF is 1-strongly convex and continuously differentiable with

∇*ℎ*(*𝑥*) = *𝑥*. The associated Bregman divergence is the Euclidean distance

𝖵, we readily see that 𝖷

[Guttmann-Beck (2019).](#_bookmark98)

*𝐷* (*𝑢, 𝑥*) = 1 *𝑢* − *𝑥* 2 for all *𝑢, 𝑥* ∈ 𝖷.

*ℎ* 2 *‖ ‖*2

**Example 3.2** (Ent*∑*ropic Regularization)**.** Let 𝖷 = {*𝑥* ∈ ℝ*𝑛 | ∑𝑛*

*𝑛*

+ *𝑖*=1

= 1} denote the unit simplex in =

*𝑥𝑖* =

([Bauschke et al., 2003; Censor and Zenios, 1992](#_bookmark93)) onto the set 𝖷. It should

ℝ+ *𝑥*

1} =

*𝑛* ∩{ ∈

*𝑛*

ℝ *| 𝑖*=1 *𝑥𝑖*

𝖵 ℝ*𝑛*. De-

fine the function *𝜓* ∶ ℝ → [0*,* ∞] as

be pointed out that under the standard Euclidean setup described in

*⎧⎪𝑡* ln(*𝑡*) − *𝑡* if *𝑡 >* 0*,*

[Example 3.1](#_bookmark22) the Bregman proximal operator boils down to the Moreau proximal operator [(3.3)](#_bookmark18). As we already alluded to, the main rationale

for the introduction of Bregman proximal operators is that it allows us

*𝜓* (*𝑡*) =

*⎨*

0 if *𝑡* = 0*,*

*⎪⎩*+∞ else.

of 𝖷. Below, we give examples for which Prox*ℎ* (*𝑥*) is easy to compute in to define a projection framework which can be adapted to the geometry

*∑*

*𝜙*

*𝑛*

*𝑖*=1

*𝜓* (*𝑥𝑖* ). En-

closed form, whereas the standard Moreau proximal map is not explic- itly known (and would thus require a numerical procedure, implying a

dowing the ground space 𝖵 with the 𝓁1 norm *‖* ⋅ *‖ ‖* ⋅ *‖*1, i*∑*t can be

As DGF consider the *Boltzmann-Shannon entropy ℎ*(*𝑥*) ∶=

=

shown that *ℎ* ∈  (𝖷) with dom *ℎ* = ℝ*𝑛*

and 𝖷◦ = {*𝑥* ∈ ℝ*𝑛*

*𝑛*

*𝑥* =

nested scheme if used in an algorithm).

1} 1 + ++ *|*

*𝑖*=1 *𝑖*

=

. Indeed, on 𝖷◦ the function *ℎ* is continuously differentiable with

∇*ℎ*(*𝑥*) = [ln(*𝑥*1 )*,* … *,* ln(*𝑥𝑛* )]*⊤*. Furthermore, *𝜕ℎ*(0) = ∅, so that dom(*𝜕ℎ*) =

*𝑛* . The resulting Bregman divergence is the *Kullback-Leibler diver-*

ℝ

++

*gence*

*𝑛* *( 𝑢 ) 𝑛*

*∑*

*∑*

**Example 3.6.** In the following examples we assume that 𝖵 ℝ for sim- plicity.

1. Let *𝜙*(*𝑥*) = *𝛾 𝑥* − *𝜉* where *𝛾, 𝜉 >* 0. Take *ℎ*(*𝑥*) = *𝑥* ln(*𝑥*)*,* dom *ℎ* = [0*,* ∞).

*| |*

Then

*⎧⎪*

*𝐷ℎ* (*𝑢, 𝑥*) =

*𝑖*=1

*𝑢𝑖* ln

*𝑖*

*𝑥𝑖*

+

*𝑖*=1

(*𝑥𝑖* − *𝑢𝑖* )*.*

*∏*

*𝑛*

[*𝑎 , 𝑏* ], where

*𝑏*, define the *Fermi-Dirac entropy*

*𝑎, 𝑏 ,*

Prox*𝜙*(*𝑥*) = 21

1 + 4*𝛾𝑥*2 − 1 .

Prox*ℎ* (*𝑥*) =

exp(*𝛾*)*𝑥* if *𝑥 <* exp(−*𝛾*)*𝜉,*

*𝜉* if *𝑥* ∈ [exp(−*𝛾*)*𝜉,* exp(*𝛾*)*𝜉*]*,*

*𝜙*

*⎨*

exp(−*𝛾*)*𝑥* if *𝑥 >* exp(*𝛾*)*𝜉.*

*⎪*

1. Let *𝜙*(*𝑥*) = *𝛾 𝑥*2 for *𝛾 >* 0, and *ℎ*(*𝑥*) = − ln(*𝑥*)*,* dom *ℎ* = (0*,* ∞). Then

0 ≤ ≤

**Example 3.3** (Box Constraints)**.** Let 𝖵 = ℝ*𝑛* and 𝖷 =

*𝑎𝑖*

0 ≤ ≤

*𝑖*=1 *𝑖 𝑖 ⎩*

*𝛾 𝑥*

*𝑎*

( − ) ln( −

*𝑏𝑖* . Given parameters

*⎧⎪ 𝑡*

*𝑎*

*𝑡*

) + (

– ) ln( − )

∈ ( )

2 *(√ )*

*𝜓𝑎,𝑏*

*𝑎*

*𝑡*

if *𝑡*

(*𝑡*) ∶=

0 if *𝑡* ∈ {*𝑎, 𝑏*}*,*

*⎪*+∞

*⎨*

*𝑏*

*𝑡*

*𝑏*

Note that f*⎩*or *𝑡* ∈ (*𝑎, 𝑏*), we have *𝜓* ′

*𝑎,𝑏*

*𝑏*−*𝑡*

else

(*𝑡*) = ln *( 𝑡*−*𝑎 )*, and *𝜕𝜓𝑎,𝑏* (*𝑡*) = ∅ for *𝑡* ∈

* 1. *Bregman proximal gradient method*

For solving our main problem [(P)](#_bookmark6), a special selection of the function

ℝ ⧵ (*𝑎, 𝑏*). Accordin*∏*gly, the function *ℎ*(*𝑥*) = *∑𝑛*

0 𝖷 *⟨ ⟩*

dom

◦

*𝑛*

◦

*𝑖*=1

*𝑖 𝑖*

gradient *𝛾*∇*𝑓* (*𝑥*) with a general dual vector *𝑦* ∈ 𝖵∗, we obtain the *prox-*

*𝑖*=1 (*𝑎𝑖 , 𝑏𝑖* ). On 𝖷 , the gradient mapping is ∇*ℎ*(*𝑥*) =

*𝜓𝑎 ,𝑏* (*𝑥𝑖* ) is a DGF on 𝖷 =

*𝜙* ∈ Γ (𝖵) in [(3.7)](#_bookmark26) is *𝜙*(*𝑢*) = *𝛾*(*𝑟* + *𝛿* )(*𝑢*) + *𝛾*∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥* . Replacing the

*𝜓* ′

[

*𝑎*1 *,𝑏*1

*𝑥 , , 𝜓* ′

*𝑎𝑛 ,𝑏𝑛*

( 1) …

*ℎ* with 𝖷

=

(*𝑥𝑛* )]*⊤*.

*mapping*

P *ℎ*

(*𝑥, 𝑦*) ∶= argmin{*𝛾𝑟*(*𝑢*) + *𝑦, 𝑢* − *𝑥* + *𝐷* (*𝑢, 𝑥*)}*.* (3.8)

*⟨ ⟩*

**Example 3.4** (Semidefinite Constraints)**.** Let 𝖵 = S*𝑛* be the set of real

symmetric matrices and 𝖷 = S*𝑛* be the cone of real symmetric positive

*𝛾𝑟*

*𝑢*∈𝖷

*ℎ*

* ∗

+

**𝐀 𝐁**

*⟨ ⟩*

= tr(**𝐀𝐁**).

The prox-mapping takes as inputs a ”primal-dual” pair (*𝑥, 𝑦*) ∈ 𝖷

× 𝖵

semi-definite matrices equipped with the inner product *,*

Define the negative von Neumann entropy *ℎ*(**𝐗**) = tr[**𝐗** log(**𝐗**)], which

entropy. It can be verified that dom *ℎ* = 𝖷 and ∇*ℎ*(**𝐗**) = log(**𝐗**) + **𝐈** for can be seen as the matrix-equivalent of the negative Boltzmann-Shannon

**𝐗** ∈ S*𝑛* . Hence, dom *ℎ* = 𝖷, and 𝖷◦ = S*𝑛* , the cone of positive definite matrices. For **𝐗** ∈ S++, the corresponding Bregman divergence is given

++ ′ *𝑛* ++

by

*𝐷ℎ* (**𝐗**′*,* **𝐗**) = tr[**𝐗**′ log(**𝐗**′) − **𝐗**′ log(**𝐗**) + **𝐗**′ − **𝐗**]

where *𝑥* is the current iterate, and *𝑦* is a dual variable representing a

“gradient signal” we obtain on the smooth part of the minimization

problem [(P)](#_bookmark6) (usually obtained after consulting a black-box oracle). Var- ious conditions on the well-posedness of the prox-mapping have been stated in the literature. We will not repeat them here, but rather refer to the recent survey ([Teboulle, 2018](#_bookmark228)). Below we give some examples.

**Example 3.7** (Moreau Proximal Operator)**.** Let 𝖵 = ℝ*𝑛* and 𝖷 a

nonempty, closed and convex set in 𝖵. Let ⋅ = ⋅ , and *ℎ*(*𝑥*) =

*‖ ‖ ‖ ‖ ‖*2

1

mains. Pinsker’s inequality ([Cesa-Bianchi and Lugosi (2006)](#_bookmark144) ) says that *ℎ* See [Doljansky and Teboulle (1998)](#_bookmark172) for further examples on matrix do-

*𝑥‖*2. The prox-mapping [(3.8)](#_bookmark25) reduces in this case to

2

is 1 -strongly convex with respect to the nuclear norm *‖***𝐗***‖*1 = *∑ |𝜆* (**𝐗**)*|*

2

= {

P

*ℎ*

2

*𝑛*

*𝑖*

*𝑖*

for **𝐗** ∈ S , i.e.

**Example 3.8** (Simplex Constraints)**.** Let 𝖵 = ℝ*𝑛* with 𝓁 -norm

*𝑥*

ℝ+

*𝑖*=1 *𝑥𝑖*

*𝛾𝑟*(*𝑥, 𝑦*) = Prox*𝛾*(*𝑟*+*𝛿*𝖷 )(*𝑥* − *𝑦*)*.*

*‖* ⋅ *‖* . Consider the set 𝖷

∈ *𝑛 | ∑𝑛*

1

= 1}

⋅

=

and endow this set

*‖ ‖*

*𝐷* (**𝐗** *,* **𝐗**) ≥ **𝐗** − **𝐗** *.*

*ℎ ‖ ‖*1

′

1

′

1

2

*𝑖 ∑*

*𝑖*=1

a standard calculation gives rise to the prox-mapping

with the Boltzmann-Shannon entropy *ℎ*(*𝑥*) = *∑𝑛*

*𝑥𝑖* ln(*𝑥𝑖* ). For *𝑟*(*𝑥*) = 0,

{*𝑥* ∈ 𝖵 *𝑥 >* (*𝑥*2 + …+ *𝑥*2

**Example 3.5** (2nd order cone constraints)**.** Let 𝖵 = ℝ*𝑛* and *𝐿𝑛*

∶=

)1∕2 }

++ *𝑥 𝑒𝑦𝑖*

*| 𝑛* 1

Let 𝖷 = cl(*𝐿𝑛*

). Denote by **𝐉***𝑛* be the *𝑛* × *𝑛* diagonal matrix with −1

++

*𝑛*−1

the interior of the second-order cone.

[P *ℎ* (*𝑥, 𝑦*)] = *𝑖*

1 ≤ *𝑖* ≤ *𝑛, 𝑥* ∈ 𝖷*, 𝑦* ∈ 𝖵∗*.* (3.9)

– ln( **𝐉** *𝑥, 𝑥* ) + *𝛼 𝑥* 2. Then *ℎ* ∈  (𝖷) with dom *ℎ* = 𝖷◦ = *𝐿𝑛*

*𝛿*𝖷

*𝑛*

*𝑗*=1

*𝑥𝑗 𝑒𝑦𝑗*

in its first *𝑛* − 1 diagonal entries and 1 in the last one. Define *ℎ*(*𝑥*) =

*⟨ ⟩ ‖ ‖*

*⊂* 𝖷. The

*𝑛* 2 2 *𝛼*

associated Bregman divergence is

*𝐷* (*𝑥, 𝑢*) = − ln *( ⟨***𝐉***𝑛 𝑥, 𝑥⟩ )* + 2 *⟨***𝐉***𝑛 𝑥, 𝑢⟩* − 2 + *𝛼 ‖𝑥* − *𝑢‖*2 *.*

*⟨ 𝑛*

*⟩*

++ [ponentiated gradient descent (Beck and Teboulle, 2003; Juditsky et al.,](#_bookmark101)

[2005).](#_bookmark101)

This mapping plays a key role in optimization, where it is known as ex-

**Example 3.9** (Box Constraints)**.** Consider the setting introduced in

*ℎ* **𝐉** *𝑢, 𝑢*

*⟨ 𝑛 ⟩*

**𝐉** *𝑢, 𝑢* 2 2

[Example 3.3](#_bookmark24). For *𝑟*(*𝑥*) = 0, one can compute

The proximal framework for general conic constraints has been devel-

oped in [Auslender and Teboulle (2006b)](#_bookmark132).

[P *ℎ* (*𝑥, 𝑦*)] = *𝑎* +

*𝑏𝑖* − *𝑎𝑖*

1 ≤ *𝑖* ≤ *𝑛, 𝑥* ∈ 𝖷*, 𝑦* ∈ 𝖵∗*.*

*𝛿*𝖷

*𝑖 𝑖*

1 + *𝑏𝑖* −*𝑥𝑖* exp(*𝑦* )

Once we endow our set 𝖷 with a DGF, the technology generating a gradient method in this non-Euclidean setting is the *Bregman proximal*

*operator* ([Teboulle, 1992](#_bookmark227)) applied to the function *𝜙* ∈ Γ (𝖵):

*𝑥𝑖* −*𝑎𝑖 𝑖*

If *𝛾 >* 0 is a step-size parameter and *𝑦* = *𝛾*∇*𝑓* (*𝑥*), then we obtain the

P

*Bregman proximal map 𝑇 ℎ*(*𝑥*) ∶= *ℎ* (*𝑥, 𝛾*∇*𝑓* (*𝑥*)) for all *𝑥* ∈ 𝖷. Iterating

0 *𝛾*

*𝛾𝑟*

Prox*ℎ* (*𝑥*) ∶= argmin{*𝜙*(*𝑢*) + *𝐷ℎ* (*𝑢, 𝑥*)}*.* (3.7)

*𝜙 𝑢*∈𝖵

If *𝜙*(*𝑥*) = *𝛿*𝖷(*𝑥*) is the indicator function of the closed convex set 𝖷 *⊂* 𝖵,

then the Bregman proximal operator defines the *Bregman projection*

this map generates a discrete-time dynamical system known as the *Breg- man proximal gradient method* (BPGM).

assumption that the prox-mapping *ℎ*(*𝑥, 𝑦*) can be evaluated eﬃciently **Remark 3.3.** For simple implementation, BPGM relies on the structural

*𝑟*

P

(3≤*.*5) *𝑓* (*𝑢*) − *𝑓* (*𝑥*+) + *𝐿𝑓 𝐷* (*𝑥*+*, 𝑥*)*.*

### The Bregman Proximal Gradient Method (BPGM)



**Input:** *ℎ* ∈ (𝖷). Pick *𝑥*0 ∈ dom(*𝑟*) ∩ 𝖷◦*.*

*𝛼 ℎ*

*𝛼*

**General step:** For *𝑘* = 0*,* 1*,* … do: choose *𝛾 >* 0.

update *𝑥𝑘*+1 = P *ℎ* ( *𝑘* ∇ ( *𝑘* ))

*𝑘*

*𝑥 , 𝛾 𝑓 𝑥* .

Using this estimate in relation [(3.12)](#_bookmark31), we obtain, for all *𝑢* ∈ dom *ℎ* ∩ 𝖷,

*𝛾*(Ψ(*𝑥*+) − Ψ(*𝑢*)) ≤ *𝐷* (*𝑢, 𝑥*) − *𝐷* (*𝑢, 𝑥*+) − *(*1 − *𝛾 𝐿𝑓 )𝐷* (*𝑥*+*, 𝑥*)*.* (3.17)

*ℎ*

*ℎ*

*𝛼*

*ℎ*

*𝛾𝑘 𝑟 𝑘*

If *𝛾* ∈ (0*,*  *𝛼* ], then the above yields

*𝑓*

*𝐿*

*𝛾*(Ψ(*𝑥*+) − Ψ(*𝑢*)) *𝐷* (*𝑢, 𝑥*) − *𝐷* (*𝑢, 𝑥*+)*, 𝑢* ∈ dom *ℎ* ∩ 𝖷*.*

≤

on the trajectory {(*𝑥𝑘, 𝛾* ∇*𝑓* (*𝑥𝑘*)) 0 ≤ *𝑘* ≤ *𝐾* ∈ ℕ∗}. This, often somewhat *ℎ ℎ*

*𝑘* *|*

hidden, assumption is known in the literature as the ”prox-friendliness” assumption, a terminology apparently coined by [Cox et al. (2014)](#_bookmark158)).

*𝑥*

display as

*𝑥 , 𝑥*

*𝑥*

*𝛾*

*𝛾𝑘*

Setting = *𝑘* + = *𝑘*+1 and = , one can reformulate the previous

* + 1. *Basic Complexity Properties*

To assess the iteration complexity of BPGM, let us start with some preparatory estimates. The first-order optimality condition for the point

*𝑥* = P (*𝑥, 𝛾*∇*𝑓* (*𝑥*)) is given by

+ *ℎ*

*𝛾𝑟*

*𝛾* Ψ(*𝑥𝑘*+1) − Ψ(*𝑢*) ≤ *𝐷* (*𝑢, 𝑥𝑘*) − *𝐷* (*𝑢, 𝑥𝑘*+1)*, 𝑢* ∈ dom *ℎ* ∩ 𝖷*.*

Choosing *𝑢* = *𝑥𝑘*, we readily see *𝛾* (Ψ(*𝑥𝑘*+1) − Ψ(*𝑥𝑘*)) ≤ −*𝐷* (*𝑥𝑘, 𝑥𝑘*+1) ≤ 0,

*𝑘 ( ) ℎ ℎ*

*𝑘 ℎ*

i.e. the sequence of function values {Ψ(*𝑥𝑘*)}*𝑘*∈ℕ is non-increasing. On the other hand, for a general reference point *𝑢* ∈ dom *ℎ* ∩ 𝖷, we also see that

*𝑁* −1 *𝑁* −1

0 ∈ *𝛾𝜕𝑟*(*𝑥*+) + *𝛾*∇*𝑓* (*𝑥*) + ∇*ℎ*(*𝑥*+) − ∇*ℎ*(*𝑥*) + 𝖭𝖢𝖷(*𝑥*+)

*∑ (*Ψ(*𝑥𝑘*+1 ) − Ψ(*𝑢*)*)* ≤ *∑*  1 *[𝐷ℎ* (*𝑢, 𝑥𝑘* ) − *𝐷ℎ* (*𝑢, 𝑥𝑘*+1 )*]*

= + +

*𝑘*=0

*𝑘*=0 *𝛾𝑘*

*𝛾*(*𝜕𝑟* + 𝖭𝖢𝖷)(*𝑥* ) + *𝛾*∇*𝑓* (*𝑥*) + ∇*ℎ*(*𝑥* ) − ∇*ℎ*(*𝑥*)*.*

+

–

= 1

*𝐷ℎ* (*𝑢, 𝑥*0 ) −

1 *𝐷ℎ* (*𝑢, 𝑥𝑁* ) +

*𝑁**∑*−2 *(*  1

1 *)𝐷ℎ* (*𝑢, 𝑥𝑘*+1 )*.*

Whence, there exists *𝜉* ∈ *𝜕𝑟*(*𝑥* ) such that, for all *𝑢* ∈ 𝖷,

*𝛾*0

*𝛾𝑁* −1

*𝑘*=0

*𝛾𝑘*+1

*𝛾𝑘*

*⟨𝛾𝜉*

*⟩*

+ *𝛾*∇*𝑓* (*𝑥*) + ∇*ℎ*(*𝑥*+) − ∇*ℎ*(*𝑥*)*, 𝑥*+ − *𝑢*

≤ 0*.* (3.10)

Assuming a constant step size policy *𝛾𝑘* = *𝛾*, this gives us

Via the subgradient inequality for the convex function *𝑥* ↦ *𝜙*(*𝑥*), we ob-

tain for all *𝑢* ∈ 𝖷:

*⟩*

*𝑟*(*𝑥*+) − *𝑟*(*𝑢*) ≤ ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥*+

+ 1 ∇*ℎ*(*𝑥*+) − ∇*ℎ*(*𝑥*)*, 𝑢* − *𝑥*+

*.* (3.11)

*𝑘*=0

*𝛾 ℎ*

*𝑘 𝑘*

*∑ (*Ψ(*𝑥𝑘*+1) − Ψ(*𝑢*)*)* ≤ 1 0

*𝑁* −1

*𝐷* (*𝑢, 𝑥* )*.*

*𝑘*+1 *𝑘*

*𝑘*+1

*⟨ ⟩ 𝛾 ⟨*

Define the function gap *𝑠*

Ψ(*𝑥𝑘*) 0, and therefore

≤

∶= Ψ(*𝑥* ) − Ψ(*𝑢*), then *𝑠*

– *𝑠*

= Ψ(*𝑥* ) −

For further analysis, we need the celebrated three-point identity, due to [Chen and Teboulle (1993)](#_bookmark148), whose simple proof we omit.

*𝑠𝑁* ≤ 1

*𝑁* −1

*𝑠𝑘*+1 =

*∑* 1

*𝑁* −1

*𝐷ℎ* (*𝑢, 𝑥* )

*∑*[Ψ(*𝑥𝑘*+1) − Ψ(*𝑢*)] ≤ 1 0

**Lemma 3.3** (3-point lemma)**.** *For all 𝑥, 𝑦* ∈ 𝖷◦ *and 𝑧* ∈ dom *ℎ we have*

*𝑁 𝑘*=0

*𝑁 𝑘*=0

*𝑁𝛾*

*𝐷* (*𝑧, 𝑥*) − *𝐷* (*𝑧, 𝑦*) − *𝐷* (*𝑦, 𝑥*) = ∇*ℎ*(*𝑥*) − ∇*ℎ*(*𝑦*)*, 𝑦* − *𝑧 .*

*⟨*

*⟩*

for all *𝑢* ∈ dom *ℎ* ∩ 𝖷. As an attractive step size choice, we may take the

*ℎ ℎ ℎ*

□

greedy choice *𝛾*  *𝛼* . However, we need to know the Lipschitz constant

*𝐿𝑓*

=

Thanks to [Lemma 3.3](#_bookmark30), relation [(3.11)](#_bookmark29) reads as

*𝛾*(*𝑟*(*𝑥*+) − *𝑟*(*𝑢*)) ≤ *𝛾* ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥*+ + *𝐷* (*𝑢, 𝑥*) − *𝐷* (*𝑢, 𝑥*+) − *𝐷* (*𝑥*+*, 𝑥*)

*⟨ ⟩ ℎ ℎ ℎ*

of the gradient map of the smooth part *𝑓* of the minimization problem

[(P)](#_bookmark6) to make this an implementable solution strategy.

**Proposition 3.4.** *Consider problem* [*(P)*](#_bookmark6) *with Assumptions* [*1*](#_bookmark7)*-*[*3*](#_bookmark13) *in place. Let*

*ℎ* ∈  (𝖷)*. If BPGM is run with the constant step size*

= *𝛼 , then for any*

for all *𝑢* ∈ dom *ℎ* ∩ 𝖷*.*

(3.12)

*𝛼*

*𝑥*∗ ∈ 𝖷∗*, we have*

*𝑘 𝐿𝑓*

**Remark 3.4.** Note that if *𝑥*+ is calculated inexactly in the sense that instead of [(3.10)](#_bookmark28), for some *𝜉* ∈ *𝜕𝑟*(*𝑥*+), it holds that

for some Δ ≥ 0, then instead of [(3.12)](#_bookmark31) we have

*⟩*

Ψ(*𝑥𝑘*) − Ψmin

(𝖷) ≤ *𝐿𝑓 𝐷* (*𝑥*∗*, 𝑥*0)*.* (3.18)

*𝛼𝑘*

*ℎ*

∇*𝑓* (*𝑥*) + ∇*ℎ*(*𝑥*+) − ∇*ℎ*(*𝑥*)*, 𝑥*+ − *𝑢*

*⟨𝛾𝜉 𝛾*

+

≤ Δ (3.13)

This global sublinear rate of convergence for the Euclidean setting is due to [Beck and Teboulle (2009b)](#_bookmark104); [Nesterov (2013)](#_bookmark223).

*𝛾*(*𝑟*(*𝑥*+) − *𝑟*(*𝑢*)) ≤ *𝛾* ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥*+ + *𝐷* (*𝑢, 𝑥*) − *𝐷* (*𝑢, 𝑥*+) − *𝐷* (*𝑥*+*, 𝑥*) + Δ*.*

*⟨ ⟩ ℎ ℎ ℎ*

strongly-convex with *𝜇 >* 0 it is possible to obtain linear convergence

rate of BPGM, i.e. Ψ(*𝑥𝑘*) − Ψ (𝖷) 2*𝐿* exp(−*𝑘𝜇*∕*𝐿* )*𝐷* (*𝑥*∗*, 𝑥*0).

**Remark 3.5.** Under additional assumption that the objective Ψ is *𝜇*-

≤

(3.14)

See [Auslender and Teboulle (2006b)](#_bookmark132) for an explicit analysis of the error-

min *𝑓*

* + 1. *Subgradient and Mirror Descent*

*𝑓 ℎ*

prone implementation.

[Assumption 1](#_bookmark7)(a) gives rise to the the classical ”descent Lemma” ([Nesterov, 2018b](#_bookmark228)):

*𝑓* (*𝑥*+) ≤ *𝑓* (*𝑥*) + ∇*𝑓* (*𝑥*)*, 𝑥*+ − *𝑥* + *𝐿𝑓 𝑥*+ − *𝑥* 2*.* (3.15)

*⟨ ⟩ ‖ ‖*

2

Additionally, for all *𝑢* ∈ 𝖷, differential convexity of *𝑓* on 𝖵 implies (cf.

[(1.1)](#_bookmark8))

*𝑓* (*𝑢*) ≥ *𝑓* (*𝑥*) + ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥 .* (3.16)

*⟨ ⟩*

This allows us to bound

*𝑓* (*𝑥*)*, 𝑢* − *𝑥*+ = ∇*𝑓* (*𝑥*)*, 𝑥* − *𝑥*+ + ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥*

∇

*⟨*

(3≤*.*15)

*⟩*

*⟨*

*⟩*

*⟩*

*⟨*

In the previous subsections we focused on the setting of problem

[(P)](#_bookmark6) with smooth part *𝑓* and obtained for BPGM a convergence rate

*𝑂*(1∕*𝑘*). The same method actually works for non-smooth convex op- timization problems when *𝑓* has bounded subgradients In this setting BPGM with a different choice of the step-size (*𝛾𝑘* )*𝑘* is known as the *Mir-*

*ror Descent* (MD) method ([Nemirovski and Yudin, 1983](#_bookmark213)). A version of this method for convex composite non-smooth optimization was pro- posed in [Duchi et al. (2010)](#_bookmark178), and an overview of Subgradient/Mirror Descent type of methods for non-smooth problems can be found in [Beck (2017)](#_bookmark97); [Dvurechensky et al. (2020b)](#_bookmark156); [Lan (2020)](#_bookmark188). The main dif- ference between BPGM and MD is that one replaces the assumption that

∇*𝑓* is Lipschitz continuous with the assumption that *𝑓* is subdifferen-

≤

tiable with bounded subgradients, i.e. *𝑓* ′(*𝑥*) *𝑀* for all *𝑥* ∈ 𝖷 and

*‖ ‖*∗ *𝑓*

*𝑓* ′(*𝑥*) ∈ *𝜕𝑓* (*𝑥*). For a given sequence of step-sizes (*𝛾𝑘* )*𝑘* one defines the

2 *‖ ‖ ⟨*

*𝑓* (*𝑥*) − *𝑓* (*𝑥*+) +

*𝐿𝑓*

*𝑥*

+

– *𝑥*

2

+ ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥*

*⟩* next test point as

(3≤*.*16) *𝑓* (*𝑢*) − *𝑓* (*𝑥*+) + *𝐿𝑓 𝑥*+ − *𝑥* 2

*‖ ‖*

2

*𝑢*

*𝑘*

*𝑘*

*ℎ*

*𝛾𝑘 𝑟*

*𝑘*

*𝑥𝑘*+1 = argmin *{⟨𝛾 𝑓* ′(*𝑥𝑘*)*, 𝑢* − *𝑥𝑘⟩* + *𝛾 𝑟*(*𝑢*) + *𝐷* (*𝑢, 𝑥𝑘*)*}* = P *ℎ* (*𝑥𝑘, 𝛾 𝑓* ′(*𝑥𝑘*))*.*

policy like *𝛾𝑘* ∼ *𝑘*−1∕2. Under such a specification, the MD sequence (*𝑥𝑘*)*𝑘* A typical choice for the step size sequence is a monotonically decreasing can be shown to converge with rate *𝑂*(1∕ *𝑘*) to the solution, which

*√*

is optimal in this setting. A proof of this result can be patterned via a suitable adaption of the arguments employed in our analysis of the Dual Averaging Method in [Section 3.4](#_bookmark40).

* + 1. *Potential Improvements due to relative smoothness*

A key pillar of the complexity analysis of BPGM was the descent inequality [(3.15)](#_bookmark34), which is available thanks to the as-

sumed Lipschitz continuity of the gradient ∇*𝑓* . The influential work

[Bauschke et al. (2016)](#_bookmark94) introduced a very clever construction which al-

lows one to relax this restrictive assumption.[2](#_bookmark41) The elegant observation

The first important observation is an extended version of the fundamen- tal inequality [(3.17)](#_bookmark27), which reads as

*𝛾*(Ψ(*𝑥*+) − Ψ(*𝑢*)) ≤ *𝐷* (*𝑢, 𝑥*) − *𝐷* (*𝑢, 𝑥*+) − (1 − *𝛾𝐿ℎ* )*𝐷* (*𝑥*+*, 𝑥*) ∀*𝑢* ∈ dom *ℎ* ∩ 𝖷*.* (3.21)

*ℎ ℎ 𝑓 ℎ*

The derivation of this inequality is analogous to inequality [(3.17)](#_bookmark27), re- placing the Lipschitz-gradient-based descent inequality [(3.15)](#_bookmark34) by the

relative smoothness inequality [(3.19)](#_bookmark38) with parameter *𝐿ℎ* . The contin-

*𝑓*

introduction of the *symmetry coefficient* of the DGF *ℎ* as uation of the proof differs then in one important aspect. It relies on the

*𝜈 ℎ { | 𝑥, 𝑢* 𝖷 𝖷 *, 𝑥 𝑢}.* (3.22)

( ) ∶= inf *𝐷ℎ*(*𝑥, 𝑢*) ( ) ∈ ◦ × ◦ ≠

*𝐷ℎ*(*𝑢, 𝑥*)

The symmetry coeﬃcient *𝜈*(*ℎ*) is confined to the interval [0,1], and

*𝜈*(*ℎ*) = 1 applies essentially only to the energy function *ℎ*(*𝑥*) = 1 *𝑥* 2.

made in [Bauschke et al. (2016)](#_bookmark94) is that the Lipschitz-gradient-based de- scent lemma has the equivalent, but insightful, expression

*( 𝐿𝑓 ‖𝑥‖*2 − *𝑓* (*𝑥*)*)* − *( 𝐿𝑓 ‖𝑢‖*2 − *𝑓* (*𝑢*)*)* ≥ *⟨𝐿 𝑢* − ∇*𝑓* (*𝑢*)*, 𝑥* − *𝑢⟩* ∀*𝑥, 𝑢* ∈ 𝖵*.*

*𝑓*

2

2

Choosing *𝛾*

*𝑘*+1

*𝛾*(Ψ(*𝑥*

) − Ψ(*𝑢*)) ≤ *𝐷* (*𝑢, 𝑥* ) − *𝐷* (*𝑢, 𝑥*

= 1+*𝜈*(*ℎ*)

*𝑓*

2*𝐿ℎ*

*, 𝑥*+ =

*ℎ*

*𝑥𝑘*+1

*𝑘*

*, 𝑥*

= *𝑥*

*ℎ*

*𝑘* gives

*𝑘*+1

) −

1 − *𝜈*(*ℎ*)

*𝑘*+1

2 *‖ ‖*

*𝑘*

*, 𝑥* )

This is just the gradient inequality for the convex function *𝑥* ↦ *𝐿𝑓* 2 −

*𝐷* (*𝑥*

2

*ℎ*

Setting *𝑢* = *𝑥𝑘* gives descent of the function value sequence (Ψ(*𝑥𝑘*)) ≥ .

*𝑓* (*𝑥*).

2 *‖𝑥‖*

Moreover, it immediately follows that

*𝑘* 0

**D****efinition 3.5.** The family of functions £(𝖷) is the class of DGFs *ℎ* ∈

Ψ(*𝑥𝑘*) − Ψ(*𝑢*) ≤ *𝑓 (𝐷* (*𝑢, 𝑥𝑘*−1) − *𝐷* (*𝑢, 𝑥𝑘*)*)*

0(𝖷) which are of *Legendre type*: *ℎ* essentially smooth and strictly con- 1 + *𝜈*(*ℎ*) *ℎ ℎ*

2*𝐿ℎ*

vex on int dom *ℎ* with cl(dom *ℎ*) = 𝖷.

In this section we work in a Bregman proximal setting with Legendre type distance generating function.

Summing from *𝑘* = 1*,* 2*,* … *, 𝑁* , the same argument as for the BPGM give

sublinear convergence of NoLips

2*𝐿ℎ*

**Assumption 4.** 𝖷 has nonempty interior and *ℎ* ∈ £(𝖷)*.*

Ψ(*𝑥𝑁* ) − Ψ(*𝑢*) ≤

*𝑓*

*𝑁* (1 + *𝜈*(*ℎ*))

*𝐷ℎ*(*𝑢, 𝑥*0)*.* (3.23)

**Remark 3.6.** For *ℎ* ∈ £(𝖷), it is true that 𝖷◦ *⊆* int(dom *ℎ*) ∩ 𝖷*.*

Based on the general intuition we have gained while working with a general proximal setup, a very tempting and natural generalization is the following.

[**Definition 3.6** (Relative Smoothness, (Bauschke et al., 2016;](#_bookmark94)

Comparing the constants in the complexity estimates of NoLips and BPGM we see that the relative eﬃciency of the two methods depends on

2*𝐿ℎ* ∕(1+*𝜈*(*ℎ*))

the relative condition number *𝑓* . Hence, even if the objective

*𝐿𝑓* ∕*𝛼*

function is globally Lipschitz smooth (i.e. admits a Lipschitz continu-

ous gradient), exploiting the idea of relative smoothness might lead to superior performance of NoLips.

[Van Nguyen, 2017))**.** The function *𝑓* is smooth relative to *ℎ* ∈ £(𝖷), if](#_bookmark94)

To establish global convergence of the trajectory (*𝑥𝑘*)

*𝑘*∈ℕ

, additional

there exists *𝐿ℎ >* 0 such that for any *𝑥, 𝑢* ∈ 𝖷◦

*𝑓*

*𝑓* (*𝑢*) ≤ *𝑓* (*𝑥*) + ∇*𝑓* (*𝑥*)*, 𝑢* − *𝑥* + *𝐿ℎ 𝐷* (*𝑢, 𝑥*)*.* (3.19)

*⟨ ⟩*

”reciprocity” conditions on the Bregman divergence must be imposed.

**Assumption 6.** The DGF *ℎ* ∈ £(𝖷) satisfies the Bregman reciprocity con-

*𝑓 ℎ*

Rearranging terms, a very concise and elegant way of writing the

dition: The level sets {*𝑢* ∈ 𝖷◦ *𝐷* (*𝑢, 𝑥*) ≤ *𝛽*} are bounded for all *𝛽* ∈ ℝ,

and *𝑥𝑘* → *𝑥* ∈ 𝖷◦ if and only if lim*𝑘*→∞ *𝐷ℎ*(*𝑥, 𝑥𝑘*) = 0*.*

*| ℎ*

relative smoothness condition is *𝐷𝐿ℎ ℎ 𝑓*

–

*𝑓*

(*𝑢, 𝑥*) ≥ 0 on 𝖷◦. This amounts

This assumption is necessary, as in some settings Bregman reci-

to saying that *𝐿ℎ ℎ* − *𝑓* is convex on 𝖷◦. Clearly, if *𝑓* and *ℎ* are twice

*𝑓* ◦ procity is violated. See Example 4.1 in [Doljansky and Teboulle (1998)](#_bookmark172) as

continuously differentiable on 𝖷 , the relative smoothness condition can be stated in terms of a positive semi-definitness condition on the set 𝖷◦ as

*𝐿ℎ* ∇2*ℎ*(*𝑥*) − ∇2*𝑓* (*𝑥*) ⪰ 0 ∀*𝑥* ∈ 𝖷◦*.* (3.20)

*𝑓*

Beside providing a non-Euclidean version of the descent lemma, the no- tion of relative smoothness allows us to rigorously apply gradient meth- ods to problems whose smooth part admits no global Lipschitz continu- ous gradient. This gains relevance in solving various classes of inverse problems under Poisson noise (see [Section 5.2](#_bookmark64) in [Bauschke et al. (2016)](#_bookmark94)), and optimal experimental design ([Lu et al., 2018](#_bookmark201)), a class of problems structurally equivalent to finding the minimum volume ellipsoid con- taining a list of vectors ([Boyd and Vandenberghe, 2004; Todd, 2016](#_bookmark127)).

**Assumption 5.** There exists a DGF *ℎ* ∈ £(𝖷) for which (*𝑓, ℎ*) is a rela-

a simple illustration. Under Bregman reciprocity, one can prove global convergence in the spirit of Opial’s lemma ([Opial, 1967](#_bookmark235)):

[*1*](#_bookmark7)*-*[*6*](#_bookmark37) *hold. Let* (*𝑥𝑘*)*𝑘*∈ℕ *be the sequence generated by BPGM with the relatively* **Theorem 3.7** ([Bauschke et al. (2016)](#_bookmark94), Theorem 2)**.** *Suppose Assumptions smooth pair 𝑓, ℎ with 𝛾 ,* 1+*𝜈*(*ℎ*) *and ℎ* 𝖷 *. Then, the sequence*

( ) ∈ (0 ) ∈ £( )

*𝐿ℎ*

*𝑓*

(*𝑥𝑘*)*𝑘*∈ℕ *converges to some solution 𝑥*∗ ∈ 𝖷∗*.*

Under additional assumption that *𝑓* is *𝜇ℎ* -relatively strongly convex ([Lu et al., 2018](#_bookmark201)) with *𝜇ℎ >* 0, i.e. (cf. [(3.20)](#_bookmark39))

*𝑓*

*𝑓*

∇2*𝑓* (*𝑥*) − *𝜇ℎ* ∇2*ℎ*(*𝑥*) ⪰ 0 ∀*𝑥* ∈ 𝖷◦*,* (3.24)

*𝑓*

it is possible to obtain linear convergence rate of BPGM, i.e.

≤

[Ψ(*𝑥𝑘*) − Ψmin(𝖷) 2*𝐿ℎ* exp(−*𝑘𝜇ℎ* ∕*𝐿ℎ* )*𝐷ℎ*(*𝑥*∗*, 𝑥*0). Stonyakin et al. (2020,](#_bookmark217)

[*𝑓 𝑓 𝑓*](#_bookmark217)

tively smooth pair.

assumption on the pair (*𝑓, ℎ*) (the so called NoLips algorithm of The complexity analysis of BPGM under a relative smoothness

[Bauschke et al. (2016)](#_bookmark94)), proceeds analogous to the previous analysis.

2 Variations on the same theme can be found in [Lu et al. (2018)](#_bookmark201) and further de- velopments can be found in [Bùi and Combettes (2021)](#_bookmark134); [Stonyakin et al. (2020)](#_bookmark217).

[2019) show how to adapt the method to cope with inexact oracles and](#_bookmark217) inexact Bregman proximal steps.

* 1. *Dual Averaging*

An alternative method called Dual Averaging (DA) was proposed in [Nesterov (2009)](#_bookmark221) and, on the contrary, is a primal-dual method making alternating updates in the space of gradients and in the space of iterates.

Below we give a self-contained complexity analysis of this scheme for

Rearranging and summing over *𝑘* = 1*,* 2*,* … *, 𝑁* , we get

non-smooth optimization. The following assumptions shall be in place:

**Assumption 7.** 𝖷 is a nonempty convex compact set.

**Assumption 8.** *𝑟* = 0 and *𝑓* ∈ Γ0(𝖵) with 𝖷 *⊂* dom(*𝑓* ). Furthermore,

′( *𝑘* ) 2 *.*

Let *ℎ* ∈  (𝖷) be a given DGF for the feasible set 𝖷 *⊆* 𝖵. Define the

*𝑓*

*𝑁*

*𝑘 𝐻*

*∑ 𝜆 ⟨𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥*0*⟩* ≤

*𝑘*=1

Observe

*𝛽*1

(*𝑦*1) − *𝐻*

*𝛽𝑁* +1

*𝑁*

(*𝑦𝑘*+1) +

*∑*

*𝑘*=1

2

*𝑘*

*𝜆*

2*𝛼𝛽𝑘*

*‖𝑓 𝑥 ‖*∗

sup

′(*𝑥*)

*‖*∗

*𝑥*∈𝖷 *‖𝑓*

≤ *𝑀*

for all *𝑓* ′(*𝑥*) ∈ *𝜕𝑓* (*𝑥*) and some *𝑀𝑓*

∈ (0*,* +∞).

*𝐻* (*𝑦*1) = *𝐻* (−*𝜆 𝑓* ′(*𝑥*0)) ≤ *𝐻* (0) + ∇*𝐻* (0)*,* −*𝜆 𝑓* ′(*𝑥*0) + 0 *𝑓* ′(*𝑥*0) 2

2

*𝜆*2

*𝛽 𝛽* 0 *𝛽 ⟨ 𝛽* 0 *⟩ ‖ ‖*

1

1

2

1

2

1

*𝛼𝛽*1

∗

0 *𝛼* = *𝜆*0

′(*𝑥*0) 2 ≤ *𝜆*0

′(*𝑥*0) 2 *.*

*ℎ*-center *𝑥* = argmin*𝑥*∈𝖷 *ℎ*(*𝑥*). Without loss of generality with assume

2*𝛼𝛽 ‖𝑓*

*‖*∗ 2*𝛼𝛽 ‖𝑓 ‖*∗

*ℎ*(*𝑥*0) = 0. Denote by

Θ*ℎ*(𝖷) ∶= max *ℎ*(*𝑝*)*.* (3.25)

*𝑘*

2*𝛼*

*𝛽𝑘*

∗

1

Therefore,

*𝑁*

0

*𝑁* 2

*𝑝*∈𝖷

*𝛽𝑁* +1

*∑ 𝜆 ⟨𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥*0*⟩* ≤ 1 *∑ 𝜆𝑘 ‖𝑓* ′(*𝑥𝑘*)*‖*2 − *𝐻*

(*𝑦𝑁*+1)*.* (3.30)

*function*

(∀*𝑦* ∈ 𝖵∗) ∶ *𝑔*(*𝑦*) = max *𝑦, 𝑥* − *𝑥*0 *,* (3.26)

*⟨ ⟩*

We emphasize that [Assumption 7](#_bookmark42) implies that Θ*ℎ*(𝖷) *<* ∞. Define the *gap*

*𝑘*=0

*𝑘*=0

Note that

*∑𝑁*

*𝜆*

*𝑓* ′( *𝑘* )*, 𝑥𝑘* − *𝑥*0

*𝜆*

*𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥*

+

*𝜆*

*𝑓* ′(*𝑥𝑘*)*, 𝑥* − *𝑥*0

*∑𝑁*

*∑𝑁*

*𝑥*∈𝖷

and

*𝑘*=0

*𝑘⟨ 𝑥*

*𝑘*=0

*∑𝑁*

=

=

*𝜆*

*𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥*

–

*𝑦𝑁*+1*, 𝑥* − *𝑥*0 *,*

for all *𝑥* ∈ 𝖷. This shows

*𝑘*=0

*⟩*

*𝑘⟨*

*⟩ 𝑘*=0

*𝑘⟨ ⟩*

*𝛽 𝑥*∈𝖷 *⟨ ⟩*

*𝐻* (*𝑦*) = max{ *𝑦, 𝑥* − *𝑥*0

– *𝛽ℎ*(*𝑥*)}*.* (3.27)

Note that *𝑔*(*𝑦*) ≥ 0 for all *𝑦* ∈ 𝖵∗, finite thanks to compactness of 𝖷.

*𝑘⟨*

*⟩ ⟨ ⟩*

Also, observe that for *𝛽*2

≥ *𝛽*1

*>* 0, it holds *𝐻𝛽*

(*𝑦*) ≤ *𝐻*

(*𝑦*) for all *𝑦* ∈ 𝖵∗. *𝑁*

*𝑁* 2

2 1 *∑ 𝜆 ⟨𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥⟩* ≤ 1 *∑ 𝜆𝑘 ‖𝑓* ′(*𝑥𝑘*)*‖*2 − *𝐻*

*⟨ ⟩*



Moreover, using the definition of the convex conjugate of the DGF

*ℎ* ∈ (𝖷), one sees that

*𝑘*=0

*𝑘*

2*𝛼*

*𝑘*=0

*𝛽*

∗

*𝛽𝑁* +1

*𝛽*

*𝑘*

(*𝑦𝑁*+1) + *𝑦𝑁*+1*, 𝑥* − *𝑥*0 (3.31)

*𝛼*

*∑*

*𝐻* (*𝑦*) = max{ *𝑦, 𝑥* − (*ℎ* + *𝛿* )(*𝑥*)} − *𝑦, 𝑥*0

for all *𝑥* ∈ 𝖷. Defining *𝜃𝑘*

∶= max

*𝑥*∈𝖷

*𝑘*

*𝑖*=0

*𝜆* ′( *𝑖* )*, 𝑥𝑖* − *𝑥* , [(3.31)](#_bookmark44) gives

*𝛽 𝑥*∈𝖵 *⟨ ⟩*

𝖷 *⟨ ⟩*

the estimate

= *𝛽*(*ℎ* + *𝛿* ) (*𝑦*∕*𝛽*) − *𝑦, 𝑥*

𝖷 *⟨ ⟩*

∗

0

for every *𝑦* ∈ 𝖵∗ and *𝛽 >* 0. Define the *mirror map*

*𝜃* ≤ 1 *∑ 𝜆𝑘 ‖𝑓* ′(*𝑥𝑘*)*‖*2 − *𝐻* (*𝑦𝑁*+1) + *𝑔*(*𝑦𝑁*+1)*.*

*𝑄𝛽* (*𝑦*) ∶= argmax { *𝑦, 𝑥* − *𝛽ℎ*(*𝑥*)}*.* (3.28)

*𝑖⟨𝑓 𝑥 ⟩*

*𝑁*

2

*𝑁*

2*𝛼 𝑘*=0 *𝛽𝑘*

∗

*𝛽𝑁* +1

*⟨*

*⟩*

*𝑥*∈𝖷

Then, from [(3.6)](#_bookmark21), one obtains the important identity

A simple application of the min-max inequality shows

*𝑔*(*𝑦*) = max *𝑦, 𝑥* − *𝑥*0

*⟨ ⟩*

*𝑥*∈𝖷

= max min{ *𝑦, 𝑥* − *𝑥*0

(∀*𝑦* ∈ 𝖵∗) ∶ ∇*𝐻𝛽* (*𝑦*) = *𝑄𝛽* (*𝑦*) − *𝑥*0*.*

*𝑥*∈𝖷 *𝛽*≥0 *⟨ ⟩ ℎ*

1 ≤ min *[(*max{*⟨𝑦, 𝑥* − *𝑥*0*⟩* − *𝛽ℎ*(*𝑥*)*)* + *𝛽*Θ*ℎ*(𝖷)*]*

+ *𝛽*(Θ (𝖷) − *ℎ*(*𝑥*))}

In particular, in view of [(3.6)](#_bookmark21), the function *𝐻𝛽* (*𝑦*) is seen to have a

-

*𝛽*≥0

*𝑥*∈𝖷

*𝛼𝛽*

Lipschitz continuous gradient. Given the current primal-dual pair (*𝑥, 𝑦*),

≤ *𝛽*Θ (𝖷

) + *𝐻𝛽* (*𝑦*)

DA performs a gradient step in the dual space 𝖵∗ to produce a new gradi- ent feedback point *𝑦*+ = *𝑦* − *𝜆𝑓* ′(*𝑥*), where *𝜆 >* 0 is a step size parameter.

*ℎ*

for all *𝑦* ∈ 𝖵∗ and *𝛽 >* 0. Hence, [(3.31)](#_bookmark44) gives

Taking this as a new signal, we update the primal state by applying the

mirror map *𝑥*+ = *𝑄𝛽* (*𝑦*+)*.*

*𝜃* ≤

1 *∑ 𝜆𝑖 ‖* ′

*𝑘* 2

Define Λ*𝑁* ∶= *∑𝑁*

*𝑘*=0

*𝑁*

*𝛽𝑁* +1 Θ*ℎ*(𝖷) + 2*𝛼*

*𝑁*

*𝑘*=0

*𝛽*

2

*𝑘*

*𝑓* (*𝑥* ) ∗

*𝜆𝑘* , and the ergodic average *𝑥̄𝑁* ∶= 1

*𝑁*

*‖ .*

Λ

*𝑁*

*𝑘*=0

*∑*

*𝜆𝑘 𝑥𝑘.*

### The Dual Averaging method (DA)

The subgradient inequality [(1.1)](#_bookmark8) applied to *𝑓* gives

**Input:** pick *𝑦*0 = 0*, 𝑥*0 = *𝑄𝛽* (0), nondecreasing learning sequence *𝑁 𝑁*

*𝑘*=0

*𝑘*

*𝑘*=0

*𝑘*

*𝑁*

≥ Λ

*𝑁*

(*𝑓* (*𝑥̄*

*𝑁*

) − Ψ

min

(𝖷)), and we conclude

(*𝛽* )

0

(*𝜆* )

*𝑘 𝑘*∈ℕ0 and non-increasing step-size sequence

**General step:** For *𝑘* = 0*,* 1*,* … do:

*𝑘 𝑘*∈ℕ0

*𝑁*

*𝑁*

*𝑁*

*∑ 𝜆 ⟨𝑓* ′(*𝑥𝑘*)*, 𝑥𝑘* − *𝑥⟩* ≥ *∑ 𝜆 𝑓* (*𝑥𝑘*) − Λ

Therefore, *𝜃*

*𝑓* (*𝑥*) ≥ Λ

(*𝑓* (*𝑥̄*

) − *𝑓* (*𝑥*))*.*

set *𝑥𝑘*+1 = *𝑄𝛽* (*𝑦𝑘*+1).

dual update *𝑦𝑘*+1 = *𝑦𝑘* − *𝜆𝑘 𝑓* ′(*𝑥𝑘*),

*𝑁* 2

*𝑘*+1

*‖*

*𝑁*

*𝑓*

*𝑥*

∗ *.*

Ψ(*𝑥̄*

# ) − Ψ

(𝖷) ≤ *𝛽𝑁* +1 Θ (𝖷) + 1 *∑ 𝜆𝑘 ‖*

′( *𝑘* ) 2

The function *𝑦* ↦ *𝐻* (*𝑦*) is convex and *√*continuously differentiable

We now assess the iteration complexity of DA, showing that it fea-

tures the same order convergence rate *𝑂*(1∕

*𝛽*

*𝑘*), just as BPGM and MD.

Let us now make the concrete choice of parameters *𝛽𝑘* = *𝛽 >* 0 and *𝜆𝑘* =

*√𝑘*+1 for all *𝑘* 0*.* Then,

≥

min

Λ

*𝑁*

*ℎ*

2*𝛼*Λ

*𝑁 𝑘*=0

*𝛽*

*𝑘*

1

with

*𝐻* (*𝑦* + *𝑤*) ≤ *𝐻* (*𝑦*) + ∇*𝐻* (*𝑦*)*, 𝑤* + 1

*𝑤* 2

∀*𝑦, 𝑤* ∈ 𝖵∗*.* (3.29)

*𝑁*

*𝑁 √*

*∑* 1

Λ =

∫

≥ *𝑁* +1 1

*√*

*𝑑𝑥* ≥ *√𝑁* + 1*,*

*𝛽 𝛽*

*⟨ 𝛽*

*⟩* 2*𝛼𝛽 ‖ ‖*∗

*𝑘*=0

*𝑘* + 1 0

*𝑥* + 1

Thanks to the monotonicity in the parameters, we get through some elementary manipulations the relation

*𝐻* (*𝑦𝑘*+1) ≤ *𝐻* (*𝑦𝑘* − *𝜆 𝑓* ′(*𝑥𝑘*))

*𝛽𝑘*+1 *𝛽𝑘*+1 *𝑘*

as well as

*∑ 𝜆𝑘* = 1 *∑*  1 ≤ 1 + ln(*𝑁* + 1) *.*

*𝑁*

2

*𝑁*

*𝑘*=0 *𝛽𝑘*

*𝛽 𝑘*=0 *𝑘* + 1

*𝛽*

≤ ( ∇ ( ) − ( ) + *𝜆*2 ( )

*𝑘*

*𝑦𝑘*) +

*𝑘*

′

*𝑘*

*𝑘*

′

*𝑘*

2

**Theorem 3.8.** *Suppose Assumptions* [*3*](#_bookmark13)*,* [*7*](#_bookmark42) *and Assumption* [*8*](#_bookmark43) *hold true. Let*

*𝛽𝑘*

*𝑓*

*𝐻*

+

*⟨ 𝐻𝛽𝑘 𝑦 ,*

*𝜆𝑘 𝑓 𝑥 ⟩*

2*𝛼𝛽 ‖𝑓 𝑥 ‖*∗

(*𝑥* )*𝑘 be generated by DA with parameters 𝛽𝑘* = *𝛽 >* 0 *and 𝜆𝑘* = *√𝑘*+1 *. Then,*

= *𝐻*

(*𝑦𝑘*) − *𝜆*

*𝜆*2

*𝑥𝑘* − *𝑥*0*, 𝑓* ′(*𝑥𝑘*) + *𝑘*

*𝑘*

1

*𝑓* ′(*𝑥𝑘*) 2 *.*

≤ *𝛽*Θ*ℎ*(𝖷)

*𝑀* 2 (1 + ln(*𝑁* + 1))

*𝛽𝑘*

*𝑘⟨*

*⟩* 2*𝛼𝛽𝑘 ‖ ‖*∗

Ψ(*𝑥̄𝑁* ) − Ψmin(𝖷)

*√𝑁* + 1

2*𝛼𝛽*

*√𝑁* + 1

(3.32)

fixed time window *𝑘* ∈ {0*,* 1*,* … *, 𝑁* }. Committing over this time interval A slightly better bound can be obtained if we decide to run DA over a on the constant parameter sequences *𝛽𝑘* = *𝛽 >* 0 and *𝜆𝑘* = *𝜆 >* 0 yields

Θ ( )

(𝖷) ≤ *𝛽*

*ℎ* 𝖷

+ 1 *𝜆*2

Assuming that the penalty function *ℎ* is of Legendre type, the primal

projection step is seen to be the regularized maximization step

*𝑥𝑘* = argmax{ *𝑦𝑘, 𝑢* − *𝛽 ℎ*(*𝑢*)} ⇔ *𝑦𝑘* = *𝛽* ∇*ℎ*(*𝑥𝑘*)*.*

*𝑢*∈𝖷

*⟨ ⟩ 𝑘 𝑘*

*𝑁* min

Ψ(*𝑥̄*

) − Ψ

2

(*𝑁* + 1)*𝜆*

2*𝛼 𝛽 𝑀𝑓 .*

*𝛽 √* 2*𝛼*Θ (𝖷)

Using the definition of the dual trajectory, we see that for all *𝑘* ≥ 0 the

primal-dual relation obeys:

Optimizing with respect to *𝜆 >* 0 gives the choice *𝜆* =

*𝑀𝑓*

*ℎ* , and

*𝑁*

0 = *𝜆𝑘* ∇*𝑓* (*𝑥𝑘*) + *𝛽𝑘*+1 ∇*ℎ*(*𝑥*

) − *𝛽𝑘* ∇*ℎ*(*𝑥𝑘*)*.*

*𝑘*+1

the complexity upper bound

+1

*√*  2Θ ( )

≤

*ℎ* 𝖷

Assuming that *𝛽𝑘*

≡ 1, this implies

Ψ(*𝑥̄𝑁* ) − Ψmin(𝖷)

*𝛼*(*𝑁* + 1) *𝑀𝑓 .*

*𝑢*∈𝖷

*⟨ 𝑘*

*⟩ ℎ 𝛿*𝖷 *𝑘*

*The eﬀectiveness of non-Euclidean setups* With the help of the explicit rate estimate [(3.32)](#_bookmark45) we are now in the position to evaluate the potential

*𝑥𝑘*+1 ∈ argmin{ *𝜆* ∇*𝑓* (*𝑥𝑘*)*, 𝑢* − *𝑥𝑘*

+ *𝐷* (*𝑢, 𝑥𝑘*)} = P

(*𝑥𝑘, 𝜆* ∇*𝑓* (*𝑥𝑘*))*.*

We will do so by focusing on the geometry 𝖷 = {*𝑥* ∈ ℝ*𝑛 𝑥𝑖* = 1}. eﬃciency gains we can make by adopting the non-Euclidean framework.

+

*𝑖*=1

*| ∑𝑛*

There are two natural projection frameworks for the unit simplex:

We have thus shown that DA and BPGM/MD agree if all parameters and initial conditions are chosen in the same way.

*3.4.2. Links to continuous-time dynamical systems*

The connection between numerical algorithms and continuous-time

* Consider the 𝓁 setup in which ⋅ = ⋅ and *ℎ*(*𝑥*) = 1 *𝑥* 2 −

dynamical systems for optimization is classical and well-documented

in the literature (see e.g. [Helmke and Moore (1996)](#_bookmark197) for a textbook

2

1 0

2*𝑛* . Then *𝑥*

*‖* 0*‖ ‖ ‖*2 2 *‖ ‖*2

reference). Here we describe an interesting link between dual av-

Θ*ℎ*(𝖷) = *𝑛*−1 . We denote by *𝑀𝑓,* ⋅

= (1∕*𝑛,* … *,* 1∕*𝑛*) and *ℎ*(*𝑥* ) = 0. The *ℎ*-diameter of 𝖷 is

the bound on the subgradients

2*𝑛*

*‖ ‖*2

[duced in](#_bookmark128) [Alvarez et al. (2004)](#_bookmark110)[;](#_bookmark128) [Attouch et al. (2004)](#_bookmark118)[; Attouch and](#_bookmark128)

of the function *𝑓* under the 𝓁2-norm. The corresponding complexity

eraging and a class or Riemannian gradient flows originally intro-

estimate is

[Teboulle (2004) and further studied in](#_bookmark128) [Bolte](#_bookmark120) [and Teboulle (2003).](#_bookmark128) A complexity analysis of discretized versions of these gradient flows

Complexity(𝖷*, ‖* ⋅ *‖*2) = *√* (*𝑛* − 1)∕*𝑛 𝑀*

*𝛼*(*𝑁* + 1)

*𝑓,‖*⋅*‖*2

has recently been obtained in [Bomze et al. (2019)](#_bookmark122). Our point of departure is the following continuous-time dynamical system based [on dual averaging, which has been introduced in Mertikopoulos and](#_bookmark204)

* A different sensible projection framework is obtained by consider the

*.*

= ⋅ with DGF *ℎ*(*𝑥*) = *∑𝑛 𝑥* ln(*𝑥* ) − ln(1∕*𝑛*). The *ℎ*-

𝓁1 -norm ⋅ 1 *𝑖 𝑖*

*𝑖*=1

*‖ ‖ ‖ ‖*

diameter is Θ*ℎ*(𝖷) = ln(*𝑛*). We let *𝑀𝑓,* ⋅ denote the bound on the

*‖ ‖*

[Staudigl (2018a) in the context of convex programming and in](#_bookmark204) [Mertikopoulos and Staudigl (2018b)](#_bookmark205) for general monotone variational inequality problems. The main ingredient of this dynamical system is a

subgradients of the function *𝑓*

∞

under the dual norm

𝓁∞

. The corre-

pair of primal-dual trajectories (*𝑥*(*𝑡*)*, 𝑦*(*𝑡*))*𝑡*≥0 evolving in continuous time

sponding complexity estimate is

*√* 2 ln(*𝑛*)

) =

according to the differential-projection system

*{𝑦*′(*𝑡*) ∶= *𝑑𝑦*(*𝑡*) = −*𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*))*,*

Complexity(𝖷*,*

*‖*

⋅ *‖*1

*𝛼*(*𝑁* + 1)

*𝑓,‖*⋅*‖*∞

*𝑑𝑡*

*𝑥*(*𝑡*) = *𝑄*1(*𝜂*(*𝑡*)*𝑦*(*𝑡*)) =∶ *𝑄*(*𝜂*(*𝑡*)*𝑦*(*𝑡*))*.*

(3.34)

To compare the complexity estimates implied by the two different Bregman setups, we compute the eﬃciency ratio

part DA, let us perform an Euler discretization of the dual trajectory

*𝑀*

*.*

Complexity(𝖷*,* ⋅ ) *√ ‖ ‖*

*𝑛* − 1 *𝑓,* ⋅ 2 *.*

*𝑀*

In this formulation, [Assumption 1](#_bookmark7)(a) is in place, in order to ensure that the dynamical system is well-posed, thanks to the Picard-Lindelöf theorem. To relate this scheme formally to its discrete-time counter-

Complexity(𝖷*,*

*‖ ‖*

for all ∈ *𝑛* , we see that 1 ≤ *‖ ‖*2

*𝑅* ∶= 2 =

If *𝑅 <* 1 then the 𝓁

setup. Since

mal space by applying the mirror map *𝑄*( 1 *𝑦𝑘*+1), where *𝛽*−1

2

*‖*

)

⋅ *‖*1

2*𝑛* ln(*𝑛*) *𝑀*

*𝑓,‖*⋅*‖*∞

by *𝑦𝑘*

– *𝑦*

*𝑘*−1

= −*𝜆𝑘* ∇*𝑓* (*𝑥𝑘*), and project the resulting point to the pri-

*𝑎* ∞ 2

≤ *𝑎*

setup is more eﬃcient than the 𝓁

*‖ ‖ ‖ ‖*

This implies

≤ *√𝑛‖𝑎‖*∞

*𝑀𝑓,* ⋅

*𝑎* ℝ

is the

1

*𝑀𝑓,* ⋅

*‖ ‖*∞

≤ *√𝑛*.

discrete-time learning rate appropriately sampled from the function *𝜂*(*𝑡*).

Legendre function *ℎ* ∈ (𝖷), so that As in [Section 3.4.1](#_bookmark46), let us assume that the mirror map is generated by a

£

*𝛽𝑘*+1

*𝑘*+1

*𝑛* − 1 2*𝑛* ln(*𝑛*)

*√*

≤ ≤ *𝑛* − 1 2 ln(*𝑛*)

*𝑥*(*𝑡*) = ∇*ℎ*∗(*𝜂*(*𝑡*)*𝑦*(*𝑡*))*.*

Let us further assume that *ℎ* is twice continuously differentiable and

The closer the eﬃciency ratio *𝑅* gets to the upper bound, the more fa- vorable the 𝓁1-setup would be compared to the standard 𝓁2-setup. This

*𝑅 √ .*

imentally verify the significant advantages of the 𝓁1 setup for large- is not an unrealistic situation in practice. [Ben-Tal et al. (2001)](#_bookmark109) exper-

dimensional simplex domains.

* + 1. *On the connection between Dual Averaging and Mirror Descent*

A deep and important connection between the Dual Averaging and Mirror Descent algorithms for convex non-smooth optimization has been observed in [Beck and Teboulle (2003)](#_bookmark101). To relate these iterates to BPGM,

[£](#_bookmark101)

we assume that *ℎ* ∈ (𝖷), in the sense of [Definition 3.5](#_bookmark36). Let us recall

that *ℎ* is essentially smooth if and only if its Fenchel conjugate *ℎ*∗ is es- sentially smooth. Moreover, ∇*ℎ* ∶ int(dom *ℎ*) → int(dom *ℎ*∗) is a bijection

with

(∇*ℎ*)−1 = ∇*ℎ*∗ and ∇*ℎ*∗(∇*ℎ*(*𝑥*)) = *𝑥,* ∇*ℎ*(*𝑥*) − *ℎ*(*𝑥*) (3.33)

*⟨ ⟩*

Since 𝖷 = cl(dom *ℎ*), it follows

dom *𝜕ℎ* = int(dom *ℎ*) = int(𝖷) with *𝜕ℎ*(*𝑥*) = {∇*ℎ*(*𝑥*)} ∀*𝑥* ∈ int(𝖷)*.*

*𝜂*(*𝑡*) ≡ 1. Differentiating the previous equation with respect to time *𝑡*

gives

*𝑥*′(*𝑡*) = ∇2 *ℎ*∗(*𝑦*(*𝑡*))*𝑦*′(*𝑡*) = −*𝜆*(*𝑡*)∇2 *ℎ*∗(*𝑦*(*𝑡*))∇*𝑓* (*𝑥*(*𝑡*))*.*

ing ∇*ℎ*∗(∇*ℎ*(*𝑥*)) = *𝑥* for all *𝑥* ∈ int dom *ℎ* (cf. [(3.33)](#_bookmark48)). Differentiating im- To make headway, recall the basic properties of Legendre function say- plicitly this identity, we obtain ∇2 *ℎ*∗(∇*ℎ*(*𝑥*)) Id, or

[≡](#_bookmark48)

∇2 *ℎ*∗(∇*ℎ*(*𝑥*)) = [∇2 *ℎ*(*𝑥*)]−1 =∶ *𝐻* (*𝑥*)−1 *.* (3.35)

As in [Section 3.4.1](#_bookmark46), it holds true that *𝑦*(*𝑡*) = ∇*ℎ*(*𝑥*(*𝑡*)) for all *𝑡* ≥ 0, we

therefore obtain the interesting characterization of the primal trajectory

as

*𝑥*′(*𝑡*) = −*𝜆*(*𝑡*)*𝐻* (*𝑥*(*𝑡*))−1 ∇*𝑓* (*𝑥*(*𝑡*))*.*

If 𝖷 is a smooth manifold, we can define a Riemannian metric

*𝑔* (*𝑢, 𝑣*) ∶= *𝐻* (*𝑥*)*𝑢, 𝑣* ∀(*𝑥, 𝑢, 𝑣*) ∈ 𝖷◦ × 𝖵 × 𝖵*.*

*𝑥 ⟨ ⟩*

The gradient of a smooth function *𝜙* with respect to the metric *𝑔* is then given by ∇*𝑔 𝜙*(*𝑥*) = *𝐻* (*𝑥*)−1 ∇*𝜙*(*𝑥*). Hence, the continuous-time version of

the dual averaging method gives rise the class of primal *Riemannian- Hessian gradient flows*

*𝑥*′(*𝑡*) + *𝜆*(*𝑡*)∇*𝑔 𝑓* (*𝑥*(*𝑡*)) = 0*, 𝑥*(0) ∈ 𝖷◦*.* (3.36)

for a given bounded linear operator **𝐀**. To streamline the presentation, we directly assume in this section that 𝖵 = 𝖵∗ = ℝ*𝑛*, and the underly- ing metric structure is generated by the Euclidean norm *𝑎 𝑎* =

This class of continuous-time dynamical systems gave rise to a vigorous

literature in connection with Nesterov’s optimal method, which we will thoroughly discuss in [Section 6](#_bookmark72). As an appetizer, consider the system of differential equations

*𝑦*′(*𝑡*) = −*𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*))*, 𝑥*′(*𝑡*) = *𝛾*(*𝑡*)[*𝑄*(*𝜂*(*𝑡*)*𝑦*(*𝑡*)) − *𝑥*(*𝑡*)]*.* (3.37)

problem can be equivalently written as

inf {Φ(*𝑥, 𝑧*) = *𝑔*(*𝑧*) + *𝑟*(*𝑥*) **𝐀***𝑥* − *𝑧* = 0*, 𝑥* ∈ 𝖷*, 𝑧* ∈ 𝖹}*,* (4.1)

≡

*𝑖*=1

*|*

*⟨𝑎, 𝑎⟩*1∕2 = *(∑𝑛*

*𝑎𝑖 )*1∕2 . Introducing the auxiliary variable *𝑧* = **𝐀***𝑥*, this

*‖ ‖ ‖ ‖*2

where 𝖷 = ℝ*𝑛* and 𝖹 = ℝ*𝑚*. We will call this the *primal* problem. The

Lagrangian associated to [(4.1)](#_bookmark49) is

*𝐿*(*𝑥, 𝑧, 𝑦*) = *𝑔*(*𝑧*) + *𝑟*(*𝑥*) + *𝑦,* **𝐀***𝑥* − *𝑧 ,*

Suppose that in [(3.37)](#_bookmark50) we take *𝑄*(*𝑦*) = *𝑦, 𝜂*(*𝑡*) = 1. This corresponds to the *⟨ ⟩*

Legendre function *ℎ*(*𝑥*) = 1

*𝑥* 2 + *𝛿* (*𝑥*) for a given closed convex set 𝖷.

2 *‖ ‖*2 𝖷

*𝑚*

where *𝑦* ∈ ℝ is the Lagrange multiplier associated with the linear con-

Under this specification, the dynamical system [(3.37)](#_bookmark50) becomes

*𝑦*′(*𝑡*) = −*𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*))*, 𝑥*′(*𝑡*) = *𝛾*(*𝑡*)[*𝑦*(*𝑡*) − *𝑥*(*𝑡*)]*.*

straint. The dual function is accordingly defined as

*𝑞*(*𝑦*) = inf *𝐿*(*𝑥, 𝑧, 𝑦*) = inf {*𝑔*(*𝑧*) − *𝑦, 𝑧* } + inf {*𝑟*(*𝑥*) + **𝐀***𝑥, 𝑦* }

Combining the primal and the dual trajectory, we easily derive a purely primal second-order in time dynamical system given by

*𝑥,𝑧*

*𝑧 ⟨ ⟩*

*𝑧 ⟨ ⟩ 𝑥 ⟨ ⟩*

*𝑥 ⟨ ⟩*

= − sup{ *𝑦, 𝑧* − *𝑔*(*𝑧*)} − sup{ − **𝐀***𝑥, 𝑦* − *𝑟*(*𝑥*)}

′′ ′

*( 𝛾*(*𝑡*)2 − *𝛾*′(*𝑡*) *)*

= −*𝑔*∗(*𝑦*) − *𝑟*∗(−**𝐀***⊤𝑦*)*.*

Setting *𝛾*(*𝑡*) = *𝛽*∕*𝑡* and *𝜆*(*𝑡*) = 1∕*𝛾*(*𝑡*) and rearranging gives

*𝑥* (*𝑡*) − *𝑥* (*𝑡*)

*𝛾*(*𝑡*)

+ *𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*)) = 0*.*

Hence, we can represent the dual problem as the minimization problem

*𝑥*′′(*𝑡*) +

*𝛽* + 1

*𝑡*

*𝑥*′(*𝑡*) + ∇*𝑓* (*𝑥*(*𝑡*)) = 0*,*

min{Ψ*̃* (*𝑦*) = *𝑔*∗(*𝑦*) + *𝑟*∗(−**𝐀***⊤𝑦*)} (4.2)

*𝑦*

method of Polyak [Polyak (1964)](#_bookmark240). For *𝛽* = 2 this gives the continuous- which corresponds to the continuous-time version of the Heavy-ball

time formulation of Nesterov’s accelerated scheme, as shown by [Su et al. (2016)](#_bookmark222).

More generally, suppose that *ℎ* is a twice continuously differentiable

≡

Legendre function and *𝜂*(*𝑡*) 1. Then a direct calculation shows that

*𝑥*′′(*𝑡*) + *(𝛾*(*𝑡*) − *𝛾*′(*𝑡*) *)𝑥*′(*𝑡*) + *𝛾*(*𝑡*)*𝜆*(*𝑡*)(∇2 *ℎ*)−1 (*𝑄*(*𝑦*(*𝑡*)))∇*𝑓* (*𝑥*(*𝑡*)) = 0*.*

*𝛾*(*𝑡*)

Using the identity [(3.35)](#_bookmark47), as well as *𝑥*′(*𝑡*) + *𝑥*(*𝑡*) = ∇*ℎ*∗(*𝑦*(*𝑡*)), it follows

*𝛾*(*𝑡*)

that

A classical implicit method for solving this minimization problem is the

*proximal point method*:

*𝑦𝑘*+1 ∈ argmin{Ψ*̃* (*𝑦*) + 1 *𝑦* − *𝑦𝑘* 2} (4.3)

*‖ ‖*

*𝑦* 2*𝑐*

where *𝑐 >* 0 is a regularization parameter controlling the effects of the quadratic penalty term. By Fermat’s optimality condition, the point *𝑦𝑘*+1

satisfied the monotone inclusion

0 ∈ *𝜕𝑔*∗(*𝑦𝑘*+1) − **𝐀***𝜕𝑟*∗(−**𝐀***⊤𝑦𝑘*+1) + 1 (*𝑦𝑘*+1 − *𝑦𝑘*)*.*

*𝑐*

This means that there exists *𝑥𝑘*+1 ∈ *𝜕𝑟*∗(−**𝐀***⊤𝑦𝑘*+1) and *𝑧𝑘*+1 ∈ *𝜕𝑔*∗(*𝑦𝑘*+1)

such that

∇2 *ℎ(𝑥*(*𝑡*) + *𝑥*′(*𝑡*) *)( 𝑥*′′(*𝑡*) + *(*1 − *𝛾*′(*𝑡*) *)𝑥*′(*𝑡*)*)* = −*𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*)) ⇔ *𝑑* ∇*ℎ(𝑥*(*𝑡*) + *𝑥*′(*𝑡*) *)*

+1 +1 1 +1

*𝛾*(*𝑡*)

*𝛾*(*𝑡*)

*𝛾*(*𝑡*)2

*𝑑𝑡*

*𝛾*(*𝑡*)

0 = *𝑧𝑘*

– **𝐀***𝑥𝑘*

+ (*𝑦𝑘*

*𝑐*

– *𝑦𝑘*)*.*

= −*𝜆*(*𝑡*)∇*𝑓* (*𝑥*(*𝑡*))*.*

This shows that for *𝜂* ≡ 1, the dynamic coincides with the Lagrangian

family of second-order systems constructed in [Wibisono et al. (2016)](#_bookmark243).

This means that the proximal point method can be implemented for the given instance as the implicit method

*𝑥𝑘*+1 ∈ argmin{*𝑟*(*𝑥*) + **𝐀***𝑥, 𝑦𝑘*+1 }*,*

*⟨*

These ideas are now investigated heavily when combined with numer- ical discretization schemes for dynamical system with the hope to get insights how to construct new and more eﬃcient algorithmic formula-

*𝑥*

*𝑧𝑘*+1 ∈ argmin{*𝑔*(*𝑧*) +

*⟨*

*𝑧*

– *𝑧, 𝑦𝑘*+1*⟩* }

*⟩*

tion of gradient-methods. This literature grew quite fastly over the last [years, and we mention (Attouch et al., 2020; 2018; Bah et al., 2019; Shi et al., 2019).](#_bookmark123)

### The Proximal Method of Multipliers and ADMM

In this section we turn our attention to a classical method for solv- ing linearly constrained optimization problems building on the classi- cal idea of the celebrated *method of multipliers*. An extremely powerful proponent of this class of algorithms is the *Alternating Direction Method of Multipliers* (ADMM), which has received enormous interest from dif- ferent directions, including PDEs ([Attouch et al., 2011; 2007](#_bookmark121)), mixed- [integer programming (](#_bookmark195)[Feizollahi et al., 2017](#_bookmark163)[), optimal control (Lin et al., 2012) and signal processing (](#_bookmark195)[Yang](#_bookmark247) [and Zhang, 2011; Yuan, 2012). The](#_bookmark195) very influential monograph ([Boyd et al., 2011](#_bookmark125)) contains over 180 refer- ences, reflecting the deep impact of alternating methods on optimization theory and its applications. Following the general spirit of this survey, we introduce alternating direction methods in a proximal framework,

*𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)*.*

erates *𝑥𝑘*+1*, 𝑧𝑘*+1*, 𝑦𝑘*+1 simultaneously. Of course, this does not give rise This defines a fully implicit iteration, which requires to compute the it-

to a practical algorithm. The main idea behind alternating methods is to organize the computations in a Gauss-Seidel kind of iterations in which the sequences are updated sequentially using the most recent informa-

tion available. To set the stage, observe that (*𝑥𝑘*+1*, 𝑧𝑘*+1) defined above

is the coordinate-wise minimum of the function

*𝐹* (*𝑥, 𝑧, 𝑦𝑘*) = *𝑔*(*𝑧*) + *𝑟*(*𝑥*) + *𝑐* **𝐀***𝑥* − *𝑧* + 1 *𝑦𝑘* 2*.*

*‖ ‖*

2 *𝑐*

In that sense, the proximal point method applied to the dual can be represented more compactly as

(*𝑥𝑘*+1*, 𝑧𝑘*+1) ∈ argmin *𝐹* (*𝑥, 𝑧, 𝑦𝑘*)*, 𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)*.*

(*𝑥,𝑧*)

This scheme is known as the *augmented Lagrangian method.*

Observe that minimizers of the function *𝐹* (*𝑥, 𝑧, 𝑦𝑘*) with respect to

(*𝑥, 𝑧*) agree with the minimizers of the function

[as pioneered by Rockafellar](#_bookmark212) [Rockafellar (1976a,b)](#_bookmark246)[, and due to Shefi and](#_bookmark212)

*𝐿* (*𝑥, 𝑧, 𝑦𝑘*) = *𝑔*(*𝑧*) + *𝑟*(*𝑥*) + *𝑐*

**𝐀***𝑥* − *𝑧* + 1 *𝑦𝑘* 2*,*

[Teboulle (2014). See also](#_bookmark212) [Banert](#_bookmark95) [et al. (2021) for some further important](#_bookmark212) *𝑐*

2 *‖ 𝑐 ‖*

elaborations.

To set the stage, consider the composite convex optimization prob- lem [(P)](#_bookmark6), in its special form [(2.7)](#_bookmark10):

Ψ(*𝑥*) = *𝑔*(**𝐀***𝑥*) + *𝑟*(*𝑥*)*,*

which is known as the *augmented Lagrangian* of problem [(4.1)](#_bookmark49). Using the augmented Lagrangian, an alternating minimization procedure build- ing on the proximal point idea gives rise to the celebrated *Alternating Direction of Method of Multipliers* (ADMM).

**Input:** pick (*𝑧*0*, 𝑦*0) ∈ 𝖹 × ℝ*𝑚* and penalty parameter *𝑐 >* 0; **The Alternating Direction of Method of Multipliers (ADMM) General step:** For *𝑘* = 0*,* 1*,* … do:

The coupling between primal and dual variables reads as

*𝑦𝑘*+1 = *𝑢𝑘*+1 − *𝑐𝑧𝑘*+1 *.*

Combining all these relations, we can write the dual minimization prob-

*𝑥𝑘*+1

*‖*

= argmin*𝑥*∈𝖷{*𝑟*(*𝑥*) +

**𝐀***𝑥* − *𝑧𝑘* +

1 *𝑦*

*𝑘* 2

} (4*.*4)

lem as

*𝑘*+1

*𝑐 𝑘*

1 *𝑘* 2

*𝑧𝑘*+1

= argmin

{*𝑔*(*𝑧*) +

2

*𝑐* **𝐀***𝑥*

*‖*

*𝑐*

*𝑘*+1

*𝑐*

– *𝑧* +

2

1 *𝑦𝑘* 2

} (4*.*5)

*𝑥* = argmin{*𝑟*(*𝑥*) + **𝐀***𝑥* − *𝑧*

*𝑥* 2

*‖*

*‖ ‖*

*𝑧*

2

+ *𝑦* }*,*

*𝑐*

*‖*2

*𝑐*

2

*𝑧*∈𝖹 2 *‖*

*𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)*.* (4*.*6)

*𝑐 ‖*2

*𝑧𝑘*+1 = argmin{*𝑔*(*𝑧*) + *𝑐* **𝐀***𝑥𝑘*+1 − *𝑧* + 1 *𝑦𝑘* 2}*,*

**Remark 4.1.** ADMM updates the decision variables in a sequential man-

trix **𝐀** is of special structure. In the context of the AC optimal power ner, and thus is not capable of featuring parallel updates unless the ma-

flow problem in electric power grid optimization ([Sun et al., 2013](#_bookmark224)) pro- vide such a modification of ADMM. Furthermore, the ADMM can be

form **𝐀**1*𝑥* + **𝐀**2*𝑧* = *𝑏*. For ease of exposition we stick to the simplified extended to consider formulations with general linear constraints of the

problem formulation above.

* 1. *The Douglas-Rachford algorithm and ADMM*

The Douglas-Rachford (DR) algorithm is a fundamental method to solve general monotone inclusion problems where the task is to find ze- [ros of the sum of two maximally monotone operators (see Bauschke and Combettes (2016) and](#_bookmark96) [Auslender](#_bookmark130) [and Teboulle (2006a)). To keep the fo-](#_bookmark96) cus on convex programming, we introduce this method for solving the

dual problem [(4.2)](#_bookmark51). To that end, let us define the matrix **𝐊** = −**𝐀***⊤*, so

that our aim is to solve the convex programming problem

*𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)

which is just the standard ADMM. By this we have recovered a classi- cal result on connection between the DR and ADMM algorithms due to [Gabay (1983)](#_bookmark173) and [Eckstein and Bertsekas (1992)](#_bookmark158).

* 1. *Proximal Variant of ADMM*

the term **𝐀***𝑥* in the update of *𝑥𝑘*+1. The presence of this factor makes One of the limitations of the ADMM comes from the presence of

it impossible to implement the algorithm in parallel, which makes it slightly unattractive for large-scale problems in distributed optimiza- tion. Moreover, due to the result of [Chen et al. (2016)](#_bookmark147) the conver- gence of ADMM for general linear constraints does not generalize to more than two blocks. Leaving parallelization issues aside, Shefi and Teboulle [Shefi and Teboulle (2014)](#_bookmark212) proposed an interesting extension of the ADMM by adding further quadratic penalty terms, which allows much flexibility by suitably choosing the norms employed in the algo-

rithm. Given some point (*𝑥𝑘, 𝑧𝑘, 𝑦𝑘*) ∈ 𝖷 × 𝖹 × ℝ*𝑚* and two positive def-

inite matrices **𝐌**1*,* **𝐌**2, we define the *proximal augmented Lagrangian* of

[(4.1)](#_bookmark49) as

*𝑃* (*𝑥, 𝑧, 𝑦*) = *𝐿* (*𝑥, 𝑧, 𝑦*) + 1 *𝑥* − *𝑥𝑘* 2 + 1 *𝑧* − *𝑧𝑘* 2 *.* (4.12)

min *𝑔*∗(*𝑧*) + *𝑟*∗(**𝐊***𝑧*)*.* (4.7) *𝑘*

*𝑧*

*𝑐* 2 *‖*

*‖***𝐌**1 2 *‖*

*‖***𝐌**2

Any solution *𝑧̄* ∈ dom(*𝑟*∗) satisfies the monotone inclusion

0 ∈ **𝐊***⊤𝜕𝑟*∗(**𝐊***𝑧̄*) + *𝜕𝑔*∗(*𝑧̄*)*.* (4.8)

The DR algorithm aims to determine such a point *𝑧̄* by iteratively con- structing a sequence {(*𝑢𝑘, 𝑣𝑘, 𝑦𝑘*)*, 𝑘* 0} determined by

≥

*𝑣𝑘*+1 = (Id +*𝑐***𝐊***⊤*◦*𝜕𝑟*∗◦**𝐊**)−1 (2*𝑦𝑘* − *𝑢𝑘*)*,*

*𝑢𝑘*+1 = *𝑣𝑘*+1 + *𝑢𝑘* − *𝑦𝑘 ,*

**𝐌**, which is a norm

if **𝐌** is positive definite.

2

**𝐌***𝑢*

=

*⟩*

Here, *‖𝑢‖***𝐌** *⟨𝑢,* is the semi-norm induced by

### The Alternating Direction proximal Method of Multipliers (AD-PMM)

**Input:** pick (*𝑥*0*, 𝑧*0*, 𝑦*0) ∈ 𝖷 × 𝖹 × ℝ*𝑚* and penalty parameter *𝑐 >* 0;

**General step:** For *𝑘* = 0*,* 1*,* … do:

*𝑦𝑘*+1 = (Id +*𝑐𝜕𝑔*∗)−1 (*𝑢𝑘*+1)*.*

*𝑧* − *𝑧𝑘* 2

} (4*.*14)

*𝑥𝑘*+1 = argmin

{*𝑟*(*𝑥*) + *𝑐*

**𝐀***𝑥* − *𝑧𝑘* + 1 *𝑦𝑘* 2 + 1

*𝑥* − *𝑥𝑘* 2

} (4*.*13)

*𝑥*∈𝖷 2 *‖*

To bring this into an equivalent form, let us focus on the definition of

{*𝑔*(*𝑧*) + *𝑐*

**𝐀***𝑥𝑘*+1 − *𝑧* + 1 *𝑦𝑘* 2 + 1

*𝑐 ‖*2 2 *‖*

*‖***𝐌**1

the *𝑦𝑘*+1 update, which reads as the inclusion

*𝑧𝑘*+1 = argmin

*𝑧*∈𝖹 2 *‖*

*𝑐 ‖*2 2 *‖*

*‖***𝐌**2

0 ∈ 1 (*𝑦𝑘*+1

– *𝑢*

*𝑘*+1

) + *𝜕𝑔*∗(*𝑦*

*𝑘*+1 )*.*

*𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1) (4*.*15)*.*

*𝑐*

This is clearly recognizable as the first-order optimality condition of

the min {*𝑔*∗(*𝑦*) +  1 *𝑦* − *𝑢𝑘*+1 2}. Therefore, we can rewrite the above

*‖ ‖*

*𝑦* 2*𝑐* 2

iteration in terms of convex optimization subroutines as:

*𝑣𝑘*+1 = argmin{*𝑟*∗(**𝐊***𝑣*) + 1 *𝑣* − (2*𝑦𝑘* − *𝑢𝑘*) 2 }*,* (4.9)

*‖ ‖*2

*𝑣* 2*𝑐*

*𝑢𝑘*+1 = *𝑣𝑘*+1 + *𝑢𝑘* − *𝑤𝑘,* (4.10)

*𝑦𝑘*+1 = argmin{*𝑔*∗(*𝑦*) + 1 *𝑦* − *𝑢𝑘*+1 2}*.* (4.11)

*‖ ‖*2

*𝑦* 2*𝑐*

Via Fenchel-Rockafellar duality, the dual problem to [(4.9)](#_bookmark53) reads as

AD-PMM allows for various choices of the matrices **𝐌**1*,* **𝐌**2.

* With **𝐌**1 = **𝐌**2 = 0, we recover the classical ADMM. For any *𝑐 >* 0,

it is known ([Gabay, 1983; Glowinski and Tallec, 1989](#_bookmark173)) that conver-

gence in function values as well as global convergence to to dual multiplier are warranted. To ensure convergence of the primal se-

quence (*𝑥𝑘*)*𝑘*, one needs to assume that **𝐀** has full column rank.

* With the choice **𝐌**1 = *𝜇*1 **𝐈***𝑛,* **𝐌**2 = *𝜇*2 **𝐈***𝑚* with *𝜇*1 *, 𝜇*2 *>* 0, the AD-PMM

of ([Eckstein, 1994](#_bookmark157)) is recovered.

We give a brief analysis of the complexity of AD-PMM in the special

case of problem [(4.1)](#_bookmark49). Recall that a standing hypothesis in this survey

*𝑥𝑘*+1

= argmin{*𝑟*(*𝑥*) + *𝑐*

**𝐀***𝑥* +

1 (2*𝑦𝑘*

– *𝑢𝑘*)

2 }*,*

is that the smooth part *𝑓* of the composite convex programming prob-

*𝑥* 2 *𝑐* 2

*‖ ‖*

where the coupling between the primal and the dual variables is

*𝑢𝑘*+1 = *𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1*.*

The dual to step [(4.11)](#_bookmark54) reads as

lem [(P)](#_bookmark6) admits a Lipschitz continuous gradient. Since *𝑓* (*𝑥*) = *𝑔*(**𝐀***𝑥*), the Lipschitz constant of ∇*𝑓* is determined by a corresponding Lipschitz as- sumption on ∇*𝑔*, with the constant henceforth denoted as *𝐿𝑔* , and a bound on spectrum of the matrix **𝐀**. To highlight the primal-dual na-

ture of the algorithm, a key element in the complexity analysis is the

bifunction

*𝑧𝑘*+1 = argmin{*𝑔*(*𝑧*) + *𝑐 𝑧* − 1 *𝑢𝑘*+1 2}*.* ∗

*𝑧* 2 *‖ 𝑐 ‖*2

*⟨ ⟩*

*𝑆*(*𝑥, 𝑦*) = *𝑟*(*𝑥*) − *𝑔* (*𝑦*) + *𝑦,* **𝐀***𝑥* = *𝐿*(*𝑥,* 0*, 𝑦*)*.*

Our derivation of an iteration complexity estimate of AD-PMM proceeds in two steps. First, we present an interesting “Meta-Theorem”, due to [Shefi and Teboulle (2014)](#_bookmark212), and stated here as [Proposition 4.2](#_bookmark56). It for-

mulates general convergence guarantees for any primal-dual algorithms

Dividing both sides by *𝑁* and using the convexity of the Lagrangian with respect to (*𝑥, 𝑧*) and the linearity in *𝑦*, we easily get

*𝐿*(*𝑥̄ , 𝑧̄ , 𝑦*) − *𝐿*(*𝑥, 𝑧, 𝑦̄* ) ≤ 1 *(𝐶*(*𝑥, 𝑧*) + 1 *‖𝑦* − *𝑦*0*‖*2 *)*

*∑*

*∑*

*∑*

*𝑁*

*𝑁*

*𝑁*

2*𝑁*

*𝑐*

2

satisfying a specific per-iteration bound. We then apply this general re-

sult to AD-PMM, by verifying that this scheme actually satisfies these

in terms of the ergodic average

mentioned per-iteration bounds.

We start with an auxiliary technical fact.

*𝑥̄𝑁*

## = 1

*𝑁*

*𝑁* −1

*𝑥𝑘, 𝑦̄𝑁*

*𝑘*=0

## = 1

*𝑁*

*𝑁* −1

*𝑦𝑘, 𝑧̄𝑁*

*𝑘*=0

## = 1

*𝑁*

*𝑁* −1

*𝑧𝑘,*

*𝑘*=0

**Lemma 4.1.** *Let ℎ* ∶ ℝ*𝑛* → ℝ *be a proper convex and 𝐿ℎ -Lipschitz contin-*

and the constant *𝐶*(*𝑥, 𝑧*) = *𝑐* **𝐀***𝑥* − *𝑧*0 2 +

*𝑥* − *𝑥*0 2 + *𝑧* − *𝑧*0 2 .

*uous. Then, for any 𝜉* ∈ ℝ*𝑛 we have*

[*‖ ‖*](#_bookmark56) *‖ ‖***𝐌**1 *‖ ‖***𝐌**2

*ℎ*(*𝜉*) ≤ max{ *𝜉, 𝑢* − *ℎ*∗(*𝑢*) ∶ *𝑢* ≤ *𝐿* }*.* (4.16)

*⟨ ⟩ ‖ ‖*2 *ℎ*

**Proof.** Since *ℎ* is convex and continuous, it agrees with its biconjugate:

*ℎ*∗∗ = *ℎ*. By Corollary 13.3.3 in [Rockafellar (1970)](#_bookmark245), dom *ℎ*∗ is bounded

averages (*𝑥̄𝑘 , 𝑧̄𝑘 , 𝑦̄𝑘* ) generated by AD-PMM, and derive a *𝑂*(1∕*𝑁* ) Therefore, we can apply [Proposition 4.2](#_bookmark56) to the sequence of ergodic

convergence rate in terms of the function value.

* 1. *Relation to the Chambolle-Pock primal-dual splitting*

with dom *ℎ*∗ *⊆* {*𝑢* ∶

gives

≤ *𝐿* }. Hence, the definition of the conjugate

*‖𝑢‖*2

*ℎ*

*⟩*

*‖ ‖*2 *ℎ ⟨ ⟩*

≤

In this subsection we discuss the relation between ADMM and the

*ℎ*(*𝜉*) = sup { *𝑢, 𝜉*

*⟨*

*𝑢*∈dom *ℎ*∗

□

– *ℎ*∗(*𝑢*)} ≤ max { *𝜉, 𝑢* − *ℎ*∗(*𝑢*)}*.*

*𝑢*∶ *𝑢 𝐿*

celebrated Chambolle-Pock (a.k.a Primal-Dual Hybrid Gradient) method ([Chambolle and Pock, 2011](#_bookmark146)), designed for problems in the form [(2.8)](#_bookmark11).

**Proposition 4.2.** *Let* (*𝑥*∗*, 𝑦*∗*, 𝑧*∗) *be a saddle point for 𝐿. Let*

≥

{(*𝑥𝑘, 𝑦𝑘, 𝑧𝑘*); *𝑘* 0} *be a sequence generated by some algorithm for which the following estimate holds for any 𝑦* ∈ ℝ*𝑚:*

### The Chambolle-Pock primal-dual algorithm (CP)

**Input:** pick (*𝑥*0*, 𝑦*0*, 𝑝*0) ∈ ℝ*𝑛* × ℝ*𝑚* × ℝ*𝑚* and *𝑐, 𝜏 >* 0*, 𝜃* ∈ [0*,* 1];

**General step:** For *𝑘* = 0*,* 1*,* … do:

1

*‖𝑥 𝑥 ‖*

2

*𝑦* − (*𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1) 2} (4*.*20)

( *𝑘 𝑘* ) − Ψ( ∗) ≤ 1 *[* ( ∗ ∗) + 1

*‖*

*𝐿 𝑥 , 𝑧 , 𝑦*

*𝑥*

2*𝑘 𝐶 𝑥 , 𝑧*

*𝑐*

*𝑦* − *𝑦*

2

(4.17)

*𝜏*

*𝑦𝑘*+1 = argmin {*𝑔*∗(*𝑦*) + 1

0 *‖*2 *]*

*𝑥𝑘*+1 = argmin*𝑥*{*𝑟*(*𝑥*) + 2 − ( *𝑘* − *𝜏***𝐀***⊤𝑝𝑘*) 2

(4*.*19)

*for some constant 𝐶*(*𝑥*∗*, 𝑧*∗) *>* 0*. Then*

*𝑦* 2*𝑐 ‖ ‖*2

Ψ(*𝑥𝑘*) − Ψ(*𝑥*∗) ≤

*𝐶*1 (*𝑥*∗*, 𝑧*∗*, 𝐿𝑔* )

2*𝑘 .*

*𝑝𝑘*+1 = *𝑦𝑘*+1 + *𝜃*(*𝑦𝑘*+1 − *𝑦𝑘*) (4*.*21)*.*

*where 𝐶* (*𝑥*∗*, 𝑧*∗*, 𝐿* ) = *𝐶*(*𝑥*∗*, 𝑧*∗) + 2 (*𝐿*2 + *𝑦*0 2)*.*

1 *𝑔*

*𝑐 𝑔*

*‖ ‖*2

For later references it is instructive to write this algorithm slightly

**Proof.** Thanks to the Fenchel inequality

*𝐿*(*𝑥, 𝑧, 𝑦*) − *𝑆*(*𝑥, 𝑦*) = *𝑔*(*𝑧*) + *𝑔*∗(*𝑦*) − *𝑦, 𝑧* ≥ 0*.*

*⟨*

*⟩*

of the step *𝑥𝑘*+1, we see differently in operator-theoretic notation. From the optimality condition

0 ∈ *𝜕𝑟*(*𝑥𝑘*+1) + 1 (*𝑥𝑘*+1 − *𝑤𝑘*) ⇔ 0 ∈ (Id +*𝜏𝜕𝑟*)(*𝑥𝑘*+1) − *𝑤𝑘*

By the definition of the convex conjugate

Ψ( ∗

*𝑥*) = *𝑔*(**𝐀***𝑥*) + *𝑟*(*𝑥*) = sup{*𝑟*(*𝑥*) + *𝑦,* **𝐀***𝑥* − *𝑔* (*𝑦*)} = sup *𝑆*(*𝑥, 𝑦*)*.*

*⟨ ⟩*

*𝑦 𝑦*

Now, since *𝑔* is convex and continuous on ℝ*𝑚*, we know *𝑔* = *𝑔*∗∗, and we

can apply [Lemma 4.1](#_bookmark55) to obtain the string of inequalities:

*𝜏*

where *𝑤𝑘* = *𝑥𝑘* − *𝜏***𝐀***⊤𝑝𝑘*. Hence, we can give an explicit expression of

the update as

*𝑥𝑘*+1 = (Id +*𝜏𝜕𝑟*)−1 (*𝑤𝑘*) = (Id +*𝜏𝜕𝑟*)−1 (*𝑥𝑘* − *𝜏***𝐀***⊤𝑝𝑘*)*.*

Similarly, we can write the update *𝑦𝑘*+1 explicitly as

Ψ(*𝑥𝑘* ) − Ψ(*𝑥*∗ ) = sup{*𝑆*(*𝑥𝑘 , 𝑦*) − Ψ(*𝑥*∗ )}≤ sup

{*𝑆*(*𝑥𝑘 , 𝑦*) − Ψ(*𝑥*∗ )} ≤ sup {*𝐿*(*𝑥𝑘 , 𝑧𝑘 , 𝑦*)−Ψ(*𝑥*∗ )} *𝑦𝑘*+1 = (Id +*𝑐𝜕𝑔*∗)−1 (*𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1 )*.*

*𝑦 𝑦*∶ *𝑦* ≤*𝐿𝑔*

*‖ ‖*2

*‖ ‖*2

≤ sup

*{ (*

*‖ ‖*2

1

*𝐶*(*𝑥*∗ *, 𝑧*∗ ) + 1 *𝑦* − *𝑦*0 2

*𝑐 ‖*

*𝑦*∶ *𝑦* ≤*𝐿*

*𝑔*

2*𝑘*

*𝑦*∶ *𝑦* ≤*𝐿𝑔*

*)} [ ]*

≤ 1

*𝐶*(*𝑥*∗ *, 𝑧*∗ ) + 2 (*𝐿* + *𝑦*0 2 ) *.*

When *𝜃* = 0 we obtain the classical Arrow-Hurwicz primal-dual algo-

*‖*2

*‖*

*‖*2

= 1 the last line in CP becomes

2*𝑘*

*𝑐*

*𝑔*

rithm ([Arrow et al., 1958](#_bookmark116)). For

*𝜃*

□

To apply this Meta-Theorem, we need to verify that AD-PMM satis- fies the condition [(4.17)](#_bookmark57). To make progress towards that end, Lemma

4.2 in [Shefi and Teboulle (2014)](#_bookmark212) proves that

*𝐿*(*𝑥𝑘*+1*, 𝑧𝑘*+1*, 𝑦*) − *𝐿*(*𝑥, 𝑧, 𝑦𝑘*+1) ≤ *𝑇* (*𝑥, 𝑧, 𝑥𝑘*+1) + *𝑅* (*𝑥, 𝑦, 𝑧*) (4.18)

*𝑘 𝑘*

for all (*𝑥, 𝑧, 𝑦*) ∈ 𝖷 × 𝖹 × ℝ*𝑚* and some explicitly given functions *𝑇𝑘* and

*𝑅𝑘* . Furthermore, it is shown that

*𝑝𝑘*+1 = 2*𝑦𝑘*+1 − *𝑦𝑘*, which corresponds to a simple linear extrapolation

[Pock (2011) provide a *𝑂*(1∕*𝑁* ) non-asymptotic convergence guarantees based on the current and previous iterates. In this case, Chambolle and](#_bookmark146)

in terms of the primal-dual gap function of the corresponding saddle- point problem. The CP primal-dual splitting method has been of im- mense importance in imaging and signal processing and constitutes nowadays a standard method for tackling large-scale instances in these

application domains. Interestingly, if *𝜃* = 1, CP is a special case of the

proximal version of ADMM (AD-PMM). To establish this connection, let

1 *⊤*

*𝑇* (*𝑥, 𝑧, 𝑥𝑘*+1) ≤ *𝑐 (‖***𝐀***𝑥* − *𝑧𝑘‖*2 − *‖***𝐀***𝑥* − *𝑧𝑘*+1*‖*2 + *𝑐 ‖***𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1*‖*2 *),* and

*𝑘*

2

2

2

2

2

tions, we arrive at the update formula for *𝑥𝑘*+1 in AD-PMM (4.13) as

*𝑥*

*𝑥* − (*𝑥*

– *𝜏***𝐀** (*𝑦*

+ *𝑐*(**𝐀***𝑥*

– *𝑧* ))) 2

us set **𝐌**1 = *𝑐* Id −*𝑐***𝐀 𝐀** and **𝐌**2 = 0. After some elementary manipula-

*𝑅* (*𝑥, 𝑧, 𝑦*) ≤ 1 *(*Δ (*𝑥,* **𝐌** ) + Δ (*𝑧,* **𝐌** ) + 1 Δ (*𝑦,* Id)*)* − *𝑐 ‖***𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1*‖*2 *,*

*𝑘*

2

*𝑘*

1

*𝑘*

2

*𝑐*

*𝑘*

2

2

where for any point *𝑧* and positive semi-definite matrix **𝐌**,

*𝑘*+1

*𝑥*

1 *𝑘*

*⊤ 𝑘*

*𝑘 𝑘*

2 }*.*

Δ (*𝑧,* **𝐌**) = 1

= argmin{*𝑟*(*𝑥*) + 2*𝜏*

*𝑧* − *𝑧𝑘* 2 − 1

*𝑧* − *𝑧𝑘*+1 2 *.*

lently as

*𝑘* 2 *‖ ‖***𝐌** 2 *‖ ‖***𝐌**

*‖*

*‖*

Introducing the variable *𝑝𝑘* = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘* − *𝑧𝑘*), the above reads equiva-

*𝑥𝑘*+1 = argmin{*𝑟*(*𝑥*) + 1

*𝑥* − (*𝑥𝑘* − *𝜏***𝐀***⊤𝑝𝑘*) 2 } = Prox

(*𝑥𝑘* − *𝜏***𝐀***⊤𝑝𝑘*)*.*

Using these bounds and summing inequality [(4.18)](#_bookmark58) over *𝑘* = 0*,* 1*,* … *, 𝑁* −

1, we get

*𝑥* 2*𝜏 ‖*

*‖*2 *𝜏𝑟*

*𝑁* −1

*∑*

For **𝐌**2 = 0, the second update step in AD-PMM (4.14) reads as

[*𝐿*(*𝑥*

*𝑘*+1

*, 𝑧𝑘*+1

*, 𝑦*) − *𝐿*(*𝑥, 𝑧, 𝑦*

*𝑘*+1

)] ≤

1 *(𝑐* **𝐀***𝑥* − *𝑧*0 2

+ *𝑥* − *𝑥*0 2

+ *𝑧* − *𝑧*0 2

+ 1 *𝑦* − *𝑦*

0 2 *)*

*𝑧𝑘*+1

= (Id +

1 *𝜕𝑔*)

−1 *(*

**𝐀***𝑥*

*𝑘*+1 +

1 *𝑦*

*𝑘)*

= Prox 1

*(* 1 (*𝑐***𝐀***𝑥*

*𝑘*+1

+ *𝑦𝑘*)*).*

*𝑘*=0

2 *‖ ‖*2 *‖*

*‖***𝐌**1 *‖*

*‖***𝐌**2

*𝑐 ‖ ‖*2

*𝑐 𝑐*

*𝑐 𝑔 𝑐*

Moreau’s identity [Bauschke and Combettes (2016](#_bookmark96), Proposition 23.18) states that

*𝑐* Prox 1 *𝑔* (*𝑢*∕*𝑐*) + Prox*𝑐𝑔*∗ (*𝑢*) = *𝑢* ∀*𝑢* ∈ 𝖵*.* (4.22)

*𝑐*

The practical application of an LO requires to make a selection from the set of solutions of the defining linear minimization problem. The precise definition of such a selection mechanism is not of any impor-

tance, and thus we are just concerned with any answer (*𝑦*) revealed

𝖷

G

Applying this fundamental identity, we see by the oracle.

*𝑐𝑧𝑘*+1 + Prox*𝑐𝑔*∗ (*𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1) = *𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1*.*

The second summand is just the *𝑦𝑘*+1-update in the CP algorithm, so that

we deduce

*𝑐𝑧𝑘*+1 + *𝑦𝑘*+1 = *𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1 ⇔ *𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)*.*

Consequently,

*𝑝𝑘*+1 = *𝑦𝑘*+1 + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1) = 2*𝑦𝑘*+1 − *𝑦𝑘,*

and hence we recover the three-step iteration defining CP:

The information-theoretic assumption that the optimizer can only query a linear minimization oracle is clearly the main difference be- tween CG and other gradient-based methods discussed in [Section 3](#_bookmark12). For instance, the dual averaging algorithm solves at each iteration a strongly convex subproblem of the form

min{ *𝑦, 𝑢* + *ℎ*(*𝑢*)}*,* (5.3)

*𝑢*∈𝖷 *⟨ ⟩*

where *ℎ* ∈  (𝖷), whereas CG solves a single linear minimization prob-

*𝛼*

lem at each iteration. This difference in the updating mechanism yields

*𝑥𝑘*+1

= argmin{*𝑟*(*𝑥*) + 1 *𝑥* − (*𝑥𝑘* − *𝜏***𝐀***⊤𝑝𝑘*) 2 }

*𝑥* 2*𝜏*

*‖ ‖*2

the following potential advantages of the CG method.

1. Low iteration costs: In many cases it is much easier to construct an

*𝑦𝑘*+1 = argmin{*𝑔*∗(*𝑦*) + 1

*𝑦* − (*𝑦𝑘* + *𝑐***𝐀***𝑥𝑘*+1) 2 }

LO rather than solving the non-linear subproblem [(5.3)](#_bookmark59). We empha-

*𝑦*

*𝑝𝑘*+1 = 2*𝑦𝑘*+1 − *𝑦𝑘 .*

2*𝑐 ‖ ‖*2

ture of the objective function *𝑓* , but rather on the geometry of the size that this potential benefit of CG does not depend on the struc-

Given the above derivations, we can summarize this subsection by the following interesting observation.

**Proposition 4.3** (Proposition 3.1, [Shefi and Teboulle (2014)](#_bookmark212))**.** *Let*

(*𝑥𝑘, 𝑦𝑘, 𝑝𝑘*) *be a sequence generated by CP with 𝜃* = 1*. Then, the 𝑦𝑘*+1*-update*

*(4.20) is equivalent to*

feasible set 𝖷. To illustrate this point, consider the spectrahedron

𝖷 = {**𝐗** ∈ ℝ*𝑛*×*𝑛* **𝐗** ⪰ 0*,* tr(**𝐗**) 1}. Computing the orthogonal projec- tion of some symmetric matrix **𝐘** onto the spectrahedron requires first to compute the full spectral decomposition **𝐘** = **𝐔𝐃𝐔***⊤* , and then for the diagonal matrix **𝐃** computing the projection of its diagonal el-

sym *|*

≤

ements onto the simplex. The resulting projection is therefore given

*𝑧𝑘*+1 = argmin{*𝑔*(*𝑧*) + *𝑐*

**𝐀***𝑥𝑘*+1 − *𝑧* + 1 *𝑦𝑘* 2}*,* by

*𝑧* 2 *‖*

*𝑐 ‖*2

*𝑃*𝖷(**𝐘**) = **𝐔** Diag(*𝑃*

Δ*𝑛*

(diag(**𝐃**)))**𝐔***⊤.*

*𝑦𝑘*+1 = *𝑦𝑘* + *𝑐*(**𝐀***𝑥𝑘*+1 − *𝑧𝑘*+1)

*which corresponds to the primal 𝑧𝑘*+1*-minimization step (4.14) with* **𝐌**2 = 0*,*

In contrast, computing a linear oracle over 𝖷 for the symmetric

matrix **𝐘** involves finding the eigenvector of **𝐘** corresponding to

𝖷

*and to the dual multiplier update for 𝑦𝑘*+1 *(4.15) of AD-PMM, respectively.*

the minimal eigenvalue, that is G (**𝐘**) = *𝑢𝑢⊤*, where *𝑢⊤***𝐘***𝑢* = *𝜆*

min

(**𝐘**).

*Moreover, the minimization step with respect to 𝑥 in the CP algorithm given*

*in (4.19) together with (4.15) reduces to (4.13) of AD-PMM with* **𝐌**1 =

*𝜏* Id −*𝑐***𝐀***⊤***𝐀***.*

### The Conditional Gradient Method

The eﬃciency of the Bregman proximal gradient method stands and falls with the relative ease of evaluating the Bregman proximal operator [(3.7)](#_bookmark26). In this section, we present a class of first-order methods which gain relevance in large-scale problems for which the computation of the projection-like operators is a significant computational bottleneck. We describe *conditional gradient* (CG) methods, a family of methods which, originating in the 1960’s, have received much attention in both machine learning and optimization in the last 20 years. CG is designed to solve convex programming problems over compact convex sets. Therefore, we assume in this section that the feasible set 𝖷 is a compact convex set.

**Assumption 9.** The set 𝖷 is a compact convex subset in a finite- dimensional real vector space 𝖵.

* 1. *Classical Conditional gradient*

CG, also known as the *Frank-Wolfe method*, was independently de- veloped by Frank and Wolfe [Frank and Wolfe (1956)](#_bookmark167) for linearly con- [strained quadratic problems, and by Levitin and Polyak Levitin and Polyak (1966) for general smooth convex optimization problems over](#_bookmark192) compact domains:

*|*

This operation can be typically done using numerical linear algebra techniques such as Power, Lanczos or Kaczmarz, and randomized versions thereof (see [Kuczyński and Woźniakowski (1992)](#_bookmark184) for gen- eral complexity results). For large-scale problems, computing such a leading eigenvector to a predefined accuracy is much more eﬃcient than a full spectral decomposition.

1. Simplicity: The definition of an LO does not rely on a specific DGF



*ℎ* ∈ (𝖷) and makes the update aﬃne invariant.

*𝛼*

1. Structural properties of the updates: When the feasible set 𝖷 can be

represented as the convex hull of a countable set of atoms (”gener- ators”), then CG often leads to simple updates, activating only few atoms at each iteration. In particular, in the case of the spectrahe- dron, the LO returns a matrix of rank one, which allows for sparsity preserving iterates.

the LO at a given gradient feedback *𝑦* = ∇*𝑓* (*𝑥*), and returns the target The classical form of CG takes the answer obtained from querying

vector

*𝑝*(*𝑥*) = G (∇*𝑓* (*𝑥*)) ∀*𝑥* ∈ 𝖷*.* (5.4)

𝖷

It proposes then to move in the direction *𝑝*(*𝑥*) − *𝑥*. As in every opti-

rules to guarantee reasonable numerical performance. Letting *𝑥𝑘*−1 and mization routine, a key question is how to design eﬃcient step-size

*𝑝𝑘* = *𝑝*(*𝑥𝑘*−1) be a current position of the method together with its im-

plied target vector, the following policies are standard choices:

Standard: *𝛾* = 1 *,* (5.5)

*𝑘*

Ψmin

(𝖷) ∶= min{*𝑓* (*𝑥*) *𝑥* ∈ 𝖷}*.* (5.1)

2 + *𝑘*

CG attempts to solve problem [(5.1)](#_bookmark62) by sequentially calling a *linear oracle*

(LO), a fundamental notion we introduce next.

Exact line search: *𝛾𝑘* ∈ argmin *𝑓* (*𝑥𝑘*−1 + *𝑡*(*𝑝𝑘* − *𝑥𝑘*−1))*,* (5.6)

*𝑡*∈(0*,*1]

**Definition 5.1.** The Operator G ∶ 𝖵∗ → 𝖷 is a *linear oracle* (LO) over

∇

set

𝖷 *⟨ ⟩*

*‖*

*𝑘*

*𝑓 ‖𝑥*

𝖷 if for any vector

*𝑦* ∈

𝖵∗

𝖷

we have that

G (*𝑦*) ∈ argmin *𝑦, 𝑠 .* (5.2)

*𝑠*∈𝖷

Adaptive: *𝛾*

= min *{ ⟨*

*𝑓* (*𝑥𝑘*−1)*, 𝑥𝑘*−1 − *𝑝𝑘*

*𝐿*

*𝑘*−1 −

*𝑝𝑘* 2

*⟩ ,* 1

*}.* (5.7)

Exact line search is conceptually attractive, but can be costly in large- scale applications when computing the function value is computation-

Note that when choosing *ℎ* to be the squared Euclidean norm *ℎ*(*𝑥*) =

1 *𝑥* 2 and *𝐿ℎ* = *𝐿* , then Assumption [10](#_bookmark68) is equivalent to the Lipschitz

2 *‖ ‖*

*𝑓 𝑓*

ally expensive. To understand the construction of the adaptive step-size scheme, it is instructive to introduce a primal gap (merit) function to the problem defined as

𝚎(*𝑥*) ∶= sup ∇*𝑓* (*𝑥*)*, 𝑥* − *𝑢 .* (5.8)

*⟨ ⟩*

*𝑢*∈𝖷

[This merit function is just the gap program (see e.g. Facchinei and Pang (2003)) associated to the monotone variational inequality](#_bookmark161) [(2.6)](#_bookmark17) [in](#_bookmark161) which the non-smooth part is trivial. In terms of this merit function, the descent lemma [(3.15)](#_bookmark34) yields immediately

gradient assumption, where Ω*ℎ*(𝖷) is the diameter of set 𝖷. On the other

hand, choosing *ℎ*(*𝑥*) = *𝑓* (*𝑥*) and *𝐿ℎ* = *𝐿𝑓* , we essentially retrieve the fi-

*𝑓*

nite curvature assumption used by Jaggi [Jaggi (2013)](#_bookmark200).

**Remark 5.1.** It is clear that the finite curvature assumption [(5.10)](#_bookmark69) is not compatible with the DGF to be essentially smooth on 𝖷. We are therefore forced to work with non-steep distance-generating functions.

The analysis of CG under a relative smoothness condition and [Assumption 10](#_bookmark68) runs in the same way as for the classical CG. However, the adaptive step-size is reformulated as

*⟨*

*𝑓* (*𝑥* + *𝑡*(*𝑝*(*𝑥*) − *𝑥*)) ≤

( ) +

∇ ( )

( ) −

+ *𝐿𝑓 𝑡*2

( ) − 2

*{ 𝑘*−1

*𝑘*−1

*𝑘 }*

*𝑓 𝑥 𝑡⟨ 𝑓 𝑥 , 𝑝 𝑥*

*𝑘*

*𝑥⟩* 2 *‖𝑝 𝑥 𝑥‖*

*𝛾* = min

∇*𝑓* (*𝑥*

)*, 𝑥*

– *𝑝*

*,* 1 *.*

*⟩*

= *𝑓* (*𝑥*) − *𝑡*𝚎(*𝑥*) + *𝐿𝑓 𝑡*

2

*𝐿ℎ* Ω2 (𝖷)

*𝑝*(*𝑥*) − *𝑥* 2 = *𝑓* (*𝑥*) − *𝜂* (*𝑡*)*,*

*𝑓 ℎ*

*𝐿 𝑡*2

2 *‖ ‖ 𝑥*

This can be easily seen by replacing the upper model function *𝑓* (*𝑥*) −

*𝑡*𝚎(*𝑥*) + *𝐿ℎ 𝐷ℎ* (*𝑥* + *𝑡*(*𝑝* − *𝑥*)*, 𝑥*), with its more conservative bound *𝑓* (*𝑥*) −

where *𝜂* (*𝑡*) ∶= *𝑡*𝚎(*𝑥*) − *𝑓 𝑝*(*𝑥*) − *𝑥* 2. Optimizing this function with re- *𝑓*

*𝑥* 2 *‖ ‖*

spect to *𝑡* ∈ [0*,* 1] yields the largest-possible per-iteration decrease and

*𝑡*𝚎(*𝑥*) + *𝑓* Ω (𝖷). Of course, in the case of the Euclidean norm this re-

2

*ℎ*

*𝐿ℎ 𝑡*2 2

returns the adaptive step-size rule in [(5.7)](#_bookmark63). Once the optimizer decided upon the specific step-size policy, the classical CG picks one of the step sizes [(5.5), (5.6)](#_bookmark61), or [(5.7)](#_bookmark63), and performs the update

*𝑥𝑘* = *𝑥𝑘*−1 + *𝛾𝑘* (*𝑝*(*𝑥𝑘*) − *𝑥𝑘*−1)*.*

### The classical conditional gradient (CG)

**Input:** A linear oracle , a starting point *𝑥*0 ∈ 𝖷. **Output:** A solution *𝑥* such that Ψ(*𝑥*) − Ψmin(𝖷) *< 𝜀*. **General step:** For *𝑘* = 1*,* 2*,* …

𝖷

G

G

Compute *𝑝𝑘* = (∇*𝑓* (*𝑥𝑘*−1));

*𝑋*

sults in a smaller step-size than the adaptive step, which hints towards a deterioration of performance. Nevertheless, this trick allows us to han- dle convex programming problems outside the Lipschitz smooth case, [which is not uncommon in various applications (Bian and Chen, 2015; Bian et al., 2015; Haeser et al., 2018).](#_bookmark117)

* 1. *Generalized Conditional Gradient*

Introduced by Bach [Bach (2015)](#_bookmark135) and [Nesterov (2018a)](#_bookmark227), the general- ized conditional gradient (GCG) method, is targeted to solve our master problem [(P)](#_bookmark6) over a compact set 𝖷. To handle the composite case, we need to modify our definition of a linear oracle accordingly.

Choose a step-size *𝛾𝑘* either by (5.5), (5.6), (5.7);

Update *𝑥𝑘* = *𝑥𝑘*−1 + *𝛾𝑘* (*𝑝𝑘* − *𝑥𝑘*−1);

**Definition 5.2.** Operator G

𝖷*,𝑟*

∶ 𝖵∗ → 𝖷 is a *generalized linear oracle*

∗

Compute 𝚎*𝑘* = 𝚎(*𝑥𝑘*−1).

If 𝚎*𝑘 < 𝜀* return *𝑥𝑘*.

(GLO) over set 𝖷 with respect to function *𝑟* if for any vector *𝑦* ∈ 𝖵 we

have that

G (*𝑦*) ∈ argmin *𝑦, 𝑥* + *𝑟*(*𝑥*)*.*

𝖷*,𝑟*

*𝑥*∈𝖷 *⟨ ⟩*

The convergence properties of classical CG under either of the step- size variants above is well documented in the literature (see e.g. the recent text by [Lan (2020)](#_bookmark188), or [Jaggi (2013)](#_bookmark200)). We will obtain a full con-

vergence and complexity theory under our more general analysis of the

Besides this more demanding oracle assumption, the resulting gener- alized conditional gradient method is formally identical to the classical CG. In particular, we can consider the target vector

generalized CG scheme.

*𝑝*(*𝑥*) = G

𝖷*,𝑟*

(∇*𝑓* (*𝑥*)) ∀*𝑥* ∈ 𝖷 (5.11)

* + 1. *Relative smoothness*

The basic ingredient in proving convergence and complexity results on the classical CG is the fundamental inequality

*𝑓* (*𝑥* + *𝑡*(*𝑝*(*𝑥*) − *𝑥*)) ≤ (*𝑥*) − *𝑡*𝚎(*𝑥*) + *𝐿𝑓 𝑡 𝑝*(*𝑥*) − *𝑥* 2*.*

2

*𝑓 ‖* [*‖*](#_bookmark35)

2

and the same three step size policies as in the classical CG, with the standard step size remaining the same and the obvious modifications for the two other step size policies:

Exact line search: *𝛾𝑘* ∈ argmin Ψ(*𝑥𝑘*−1 + *𝑡*(*𝑝𝑘* − *𝑥𝑘*−1))*,* (5.12)

*𝑡*∈[0*,*1]

*{ 𝑟*(*𝑥𝑘*−1) − *𝑟*(*𝑝𝑘*) + ∇*𝑓* (*𝑥𝑘*−1)*, 𝑥𝑘*−1 − *𝑝𝑘 }*

Based on the relative smoothness analysis in [Section 3.3.3](#_bookmark35), it seems to be intuitively clear that we could easily prove also convergence of CG when instead of the restrictive Lipschitz gradient assumption we make

Adaptive: *𝛾𝑘* = min

*𝐿𝑓 ‖𝑥𝑘⟨*−1 − *𝑝𝑘 ‖*2

*⟩ ,* 1

*.*

(5.13)

a relative smoothness assumption in terms of the pair (*𝑓, ℎ*) for some DGF *ℎ* ∈ *𝛼*(𝖷). Indeed, if we are able to estimate a scalar *𝐿ℎ >* 0 such



*𝑓*

that *𝐿ℎ ℎ*(*𝑥*) − *𝑓* (*𝑥*) is convex on 𝖷, then the modified Descent Lemma

*𝑓*

[(3.19)](#_bookmark38) yields the overestimation

*𝑓* (*𝑥* + *𝑡*(*𝑝* − *𝑥*)) ≤ *𝑓* (*𝑥*) − *𝑡*𝚎(*𝑥*) + *𝐿ℎ 𝐷* (*𝑥* + *𝑡*(*𝑝* − *𝑥*)*, 𝑥*)*.* (5.9) Instead of requiring that *𝑓* has a Lipschitz continuous gradient over the convex compact set 𝖷, let us alternatively require the following:

**Assumption 10.** There exists a DGF *ℎ* ∈  (𝖷) and a constant *𝐿ℎ >* 0,

*𝑓 ℎ*

The adaptive step size variant is derived from an augmented merit func- tion, taking into consideration the non-smooth composite nature of the underlying optimization problem. Indeed, as again can be learned from the basic theory of variational inequalities (see [Nesterov (2007)](#_bookmark219)), the natural merit function for the composite model problem [(P)](#_bookmark6) is the non- smooth function

𝚎(*𝑥*) = sup Γ(*𝑥, 𝑢*)*,* where Γ(*𝑥, 𝑢*) ∶= *𝑟*(*𝑥*) − *𝑟*(*𝑢*) + ∇*𝑓* (*𝑥*)*, 𝑥* − *𝑢 .* (5.14)

*⟨ ⟩*

*𝑢*∈𝖷

By definition, we see that 𝚎(*𝑥*) ≥ 0 for all *𝑥* ∈ 𝖷, with equality if and

*𝛼 𝑓* ∗

such that *𝐿ℎ ℎ* − *𝑓* is convex on 𝖷, and *ℎ* has a finite curvature on 𝖷,

only if *𝑥* ∈ 𝖷 *.* These basic properties justify our terminology, calling

*𝑓*

that is,

2*𝐷* (*𝑡𝑢* + (1 − *𝑡*)*𝑥, 𝑥*)

𝚎(*𝑥*) a merit function. Of course, 𝚎(⋅) is also easily seen to be convex. Furthermore, using the convexity of *𝑓* , one first sees that

Ω2 (𝖷) ∶= sup *ℎ*

*<* ∞*.* (5.10)

∇ ( ) −

≥ ( ) − ( )

*ℎ 𝑥,𝑢*∈𝖷*,𝑡*∈[0*,*1]

*𝑡*2

*⟨ 𝑓 𝑥 , 𝑥*

*𝑢⟩*

*𝑓 𝑥 𝑓 𝑢 ,*

so that for all *𝑥, 𝑢* ∈ dom(*𝑟*),

Γ(*𝑥, 𝑢*) ≥ *𝑟*(*𝑥*) − *𝑟*(*𝑢*) + *𝑓* (*𝑥*) − *𝑓* (*𝑢*) = Ψ(*𝑥*) − Ψ(*𝑢*)*.*

From here, one immediately arrives at the relation

where the second inequality follows from *𝑠𝐾 <* min{*𝐿𝑓* Ω2 *, 𝑠*0}, the third inequality follows from *𝑎* being a monotonic function in *𝑎* 0 for

any *𝑘* ≥ *𝐾* + 1, and the last inequality follows from *𝐾* ≤ max *{*2*,*  *𝑠*0 *}*.

*𝑎*+(*𝑘*−*𝐾*)

≥

*𝐿𝑓* Ω2

𝚎(*𝑥*) ≥ Ψ(*𝑥*) − Ψmin(𝖷)*.* (5.15) Combining these two results, we have that

*𝑠𝑘* ≤

Clearly, with *𝑟* = 0, the above specification yields the classical CG. 2 max{*𝑠*0 *, 𝐿𝑓* Ω2 }

*.*

* + 1. *Basic Complexity Properties of GCG 𝑘*

We now turn to prove that the GCG method with one of the above □

mentioned step-sizes converges at a rate of *𝑂*( 1 ). We will derive this rate

*𝑘*

under the standard Lipschitz smoothness assumption on *𝑓* . This gives us

assumed convexity of the non-smooth function *𝑟*(⋅), we readily obtain access to the classical descent lemma [(3.15)](#_bookmark34). Combining this with the

*𝑡*2 *𝐿*

* + 1. *Alternative assumptions and step-sizes*

A key takeaway from the analysis of the generalized conditional gra- dient is that one needs to have a bound on the quadratic term of the upper model

Ψ(*𝑥𝑘*−1 + *𝑡*(*𝑝𝑘* − *𝑥𝑘*−1)) ≤ *𝑓* (*𝑥𝑘*−1) − *𝑡* ∇*𝑓* (*𝑥𝑘*−1)*, 𝑝𝑘* − *𝑥𝑘*−1 +

*𝑓 𝑝𝑘* − *𝑥𝑘*−1 2

*𝑘*−*⟨*1 *𝑘*

*⟩* 2 *‖ ‖*

*𝑡* ↦ *𝑄*(*𝑥, 𝑝*(*𝑥*)*, 𝑡, 𝐿* ) ∶= Ψ(*𝑥*) − *𝑡*𝚎(*𝑥*) +

*𝐿𝑓 𝑡*2

*𝑝*(*𝑥*) − *𝑥* 2*.*

+ (1 − *𝑡*)*𝑟*(*𝑥* ) + *𝑡𝑟*(*𝑝* )

*𝑡*2 *𝐿𝑓*

*𝑓* 2 *‖ ‖*

= Ψ(*𝑥𝑘*−1) − *𝑡*𝚎(*𝑥𝑘*−1) +

*𝑝𝑘* − *𝑥𝑘*−1 2 *.*

Such a bound was given to us essentially for free under the compactness

2

*‖ ‖*

Based on this fundamental inequality of the per-iteration decrease, we

can deduce the iteration complexity via an induction argument. First, one observes that for each of the three introduced step-size rules (stan- dard, line search and adaptive), one obtains a recursion of the form

Ψ(*𝑥𝑘*−1 + *𝛾* (*𝑝𝑘* − *𝑥𝑘*−1)) ≤ Ψ(*𝑥𝑘*−1) − *𝛾* 𝚎(*𝑥𝑘*−1) + *𝑘 𝑝𝑘* − *𝑥𝑘* 2*.*

*𝐿𝑓 𝛾*2

on the smooth part *𝑓* . The resulting complexity constant is then de- assumption of the domain 𝖷, and the Lipschitz-smoothness assumption termined by *𝐿𝑓* Ω2 . Moreover, this constant will be involved in lower

bounds of the adaptive step-size rule [(5.13)](#_bookmark67). However, such a constant may not be known, or may be expensive to compute. Moreover, a global

estimate of this constant is not actually needed for obtaining an upper

*𝑘 𝑘*

When denoting *𝑠𝑘* ∶= Ψ(*𝑥𝑘*) − Ψmin(𝖷), 𝚎*𝑘* = 𝚎(*𝑥𝑘*−1) and Ω2 ≡

2 *‖ ‖*

bound. To see this, we proceed formally as follows. Consider an alter-

native quadratic function of the form

Ω2 (𝖷) = max *𝑥* − *𝑢* 2, this gives us 2

2 *‖*⋅*‖*

1 2

*𝑥,𝑢*∈𝖷 *‖ ‖*

*𝑄*(*𝑥, 𝑝, 𝑡, 𝑀* ) ∶= Ψ(*𝑥*) − *𝑡*𝚎(*𝑥*) + *𝑡 𝑀 𝑞*(*𝑝, 𝑥*)*,*

2

*𝐿 𝛾*2

≤ *𝑓*

*𝑠𝑘 𝑠𝑘*−1 − *𝛾* 𝚎*𝑘* + *𝑘* Ω2 *.*

where *𝑞*(*𝑝, 𝑥*) is a positive function bounded by some constant *𝐶*, and

*𝑘* 2

choose *𝛾*(*𝑥, 𝑀* ) ∶= min{1*,*  𝚎(*𝑥*) }, for *𝑝*(*𝑥*) = G (∇*𝑓* (*𝑥*)). Let *𝑀 >* 0

Applying to this recursion Lemma 13.13 in [Beck (2017)](#_bookmark97), we deduce the

*𝑀𝑞*(*𝑝*(*𝑥*)*,𝑥*)

𝖷*,𝑟*

next iteration complexity result for GCG.

**Theorem 5.3.** *Consider algorithm GCG with one of the step size rules: stan- dard* [*(5.5)*](#_bookmark61)*, line search* [*(5.12)*](#_bookmark66)*, or adaptive* [*(5.13)*](#_bookmark67)*. Then*

be a constant such that the point obtained by using this step-size is upper bounded by the corresponding quadratic function, *i.e.*,

Ψ((1 − *𝛾*(*𝑥, 𝑀* ))*𝑥* + *𝛾*(*𝑥, 𝑀* )*𝑝*(*𝑥*)) ≤ *𝑄*(*𝑥, 𝑝*(*𝑥*)*, 𝛾*(*𝑥, 𝑀* )*, 𝑀* ) *<* Ψ(*𝑥*)*.* (5.16)

Thus applying the update *𝑥*+ ∶= (1 − *𝛾*(*𝑥, 𝑀* ))*𝑥* + *𝛾*(*𝑥, 𝑀* )*𝑝*(*𝑥*), we obtain

Ψ(*𝑥𝑘*) − Ψmin

(𝖷) ≤ 2 max{Ψ(*𝑥*0) − Ψmin(𝖷)*, 𝐿𝑓* Ω2 }

*𝑘*

∀*𝑘*

≥ 1*.*

Ψ(*𝑥*+) − Ψmin(𝖷) ≤ Ψ(*𝑥*) − Ψmin(𝖷) − 1 𝚎(*𝑥*) ≤ 1 (Ψ(*𝑥*) − Ψmin(𝖷))

**Proof.** We give a self-contained proof of this result for the adaptive step-size policy [(5.13)](#_bookmark67).

–

≥

If *𝛾𝑘* = 1, the per-iteration progress is easily seen that 𝚎*𝑘 𝐿𝑓 ‖𝑝𝑘*

– *𝑘* + *𝐿𝑓*

*𝑝𝑘* − *𝑥𝑘*−1 2 ≤ −𝚎*𝑘*

*‖*

2 *‖*

*‖*

2 and thus

*𝑥𝑘*−1 2

which implies

𝚎

2 2

if *𝛾*(*𝑥, 𝑀* ) = 1, and

Ψ(*𝑥*+) − Ψmin(𝖷) ≤ Ψ(*𝑥*) − Ψmin(𝖷) − 1 𝚎(*𝑥*)2 ≤ Ψ(*𝑥*) − Ψmin(𝖷)

2*𝑀𝑞*(*𝑝*(*𝑥*)*, 𝑥*)

– 1

*𝑀𝐶*

(Ψ(*𝑥*) − Ψmin(𝖷))2

*𝑠𝑘* ≤ *𝑠𝑘*−1 − 𝚎*𝑘* + *𝐿𝑓*

*𝑝𝑘* − *𝑥𝑘*−1 2 ≤ *𝑠𝑘*−1 − 1 𝚎*𝑘* ≤ *𝑠𝑘*−1 − 1 *𝑠𝑘*−1 = 1 *𝑠𝑘*−1

𝚎(*𝑥*) *𝑘*

2 *‖ ‖* 2

2

where for the last inequality we use [(5.15)](#_bookmark70). For *𝛾𝑘* =

way, we get the familiar recursion

2 2 if *𝛾*(*𝑥, 𝑀* ) = *𝑀𝑞*(*𝑝*(*𝑥*)*,𝑥*) . If (*𝑥* )*𝑘*≥0 is the trajectory defined in this specific

*⟨ 𝑘*−1 −*𝑝𝑘 ‖*2

*‖*

*𝑟*(*𝑥𝑘* )−*𝑟*(*𝑝𝑘* )+ ∇*𝑓* (*𝑥𝑘*−1 )*,𝑥𝑘*−1 −*𝑝𝑘*

*𝐿𝑓 𝑥*

veals

𝚎*𝑘*

*𝐿𝑓 ‖𝑝*

2

2*𝑀𝑘𝐶*

*⟩* = *𝑘* −*𝑥𝑘*−1 2 , a simple computation re-

*𝑠𝑘* ≤ min{ 1 *𝑠𝑘*−1*, 𝑠𝑘*−1 − 1

(*𝑠𝑘*−1)2 }

*𝑠𝑘* ≤ *𝑘*−1 (𝚎*𝑘* )2

*‖*

*𝑠* −

≤ *𝑘*−1 (𝚎*𝑘*)2

≤ *𝑘*−1 − (*𝑠𝑘*−1)2

in terms of the approximation error *𝑠𝑘* ∶= Ψ(*𝑥𝑘*) − Ψmin(𝖷), and the local

2*𝐿*

*𝑓 ‖*

*𝑝𝑘* − *𝑥𝑘*−1 2

*𝑠*

2*𝐿𝑓* Ω2

*𝑠* −

*‖*

*𝑓*

2*𝐿* Ω2 *.*

estimates (*𝑀𝑘* )*𝑘*≥0. Thus, as we are able to bound *𝑀𝑘* from above for all

iterations of the algorithm, the same convergence as for GCG can be

achieved.

*𝑘 {* 1 *𝑘*−1

Summarizing these two cases, we see

*𝑠*

≤ max

2

*𝑠*

Lipschitz smooth objective functions, we can try to determine *𝑀*

via a

*𝑘*−1

(*𝑠𝑘*−1 )2 *}*

Based on this observation, and knowing that *𝑀𝑘* must be bounded for

*𝑘*

Thus, the convergence is split into two periods, which are split by *𝐾* ∶= log *⌈*  *𝑠*0 *⌉* . If *𝑘* ≤ *𝐾* then *𝑠𝑘*−1 ≥ *𝐿* Ω2 and thus *𝑠𝑘* ≤ 1 *𝑠𝑘*−1,

*( )*

*, 𝑠*

–

2*𝐿𝑓* Ω2

*.*

2

min{*𝐿𝑓* Ω2 *,𝑠*0 }

*𝑓*

2

level set {*𝑥* ∈ 𝖷 Ψ(*𝑥*) ≤ Ψ(*𝑥*0)}. Hence, it is suﬃcient for *𝑄*(*𝑥𝑘, 𝑝𝑘, 𝑡, 𝑀* ) to

struction, the resulting iterates *𝑥𝑘* will induce monotonically decreasing backtracking procedure, as suggested in [Pedregosa et al. (2020)](#_bookmark238). By con- function values so that the whole trajectory *𝑥𝑘* will be contained in the

which implies

*𝑠𝑘* ≤ 2−*𝑘𝑠*0*, 𝑘* ∈ {0*,* 1*,* … *, 𝐾*}*.*

However, if *𝑘 > 𝐾* then *𝑠𝑘*−1 *<* min{*𝐿* Ω2 *, 𝑠*0} and *𝑠𝑘* ≤ *𝑠𝑘*−1 −

*𝑡*

Ψ(*𝑥* ) ≤ Ψ(*𝑥*0). Thus, the Lipschitz continuity (or curvature) can be as-

be an upper bou*|*nd on Ψ(*𝑥𝑡* ) for any point *𝑥𝑡* = (1 − *𝑡*)*𝑥𝑘*−1 + *𝑡𝑝𝑘* such that sumed only on the appropriate level set and there is no need to insist on

1 *𝑓* global Lipschitz smoothness on the entire set 𝖷. This insight enabled, for

*𝑠𝑘*−1 2, which by induction (see for example [Dunn (1979](#_bookmark180),

2 ( )

2*𝐿𝑓* Ω

Lemma 5.1)) implies that

*𝑠𝑘* ≤ *𝑠𝐾* ≤ 2*𝐿𝑓* Ω2 ≤ max{*𝐾,* 2}*𝐿𝑓* Ω ≤ 2 max{*𝑠 , 𝐿𝑓* Ω } ≥ + 1

*,*

2 0 2

*, 𝑘 𝐾*

example, proving the *𝑂*(1∕*𝑘*) convergence rate of CG with adaptive and

exact step-size rules when applied to self-concordant functions, which

[are not necessarily Lipschitz smooth on the predefined set 𝖷 (Carderera](#_bookmark140)

*𝑠𝐾 𝑘 𝐾*

1 + ( − )

2*𝐿𝑓* Ω2

2 + (*𝑘* − *𝐾*) *𝑘 𝑘*

[et al., 2021; Dvurechensky et al., 2020a; 2020; Zhao and Freund, 2020).](#_bookmark140)

However, this observation need not apply to the standard step size rule

AW-CG produces *𝑝𝑘* ∈ A and *𝑢𝑘* ∈ *𝑆 𝑘*, and the away step maximal step

[(5.5)](#_bookmark61), since the standard step-size choice does not guarantee that all the

iterates remain in the appropriate level set.

size is respecified as *𝛾*max

*𝜆𝑢𝑘*

1−*𝜆𝑢𝑘*

=

. This implies, that using the maximal

To conclude, we reiterate that the step-size choices analyzed here are the most common, but there may be many more choices of step- [size which provide similar guarantees. For example, Freund and Gri- gas (2016) suggests new step-size rules based on an alternative analysis](#_bookmark168) of the CG method that utilizes an updated duality gap. ([Nesterov, 2018a](#_bookmark227)) discusses recursive step-size rules, and in [Dvurechensky et al. (2020a)](#_bookmark153); [Odor et al. (2016)](#_bookmark234) new step-size rules are suggested based on additional assumptions on the problem structure.

* 1. *Variants of CG*

One of the main drawbacks of CG method is that, in general, it comes with worse complexity bounds than BPGM for strongly convex [functions. Indeed, it was shown as early as in 1968 by Canon and Cul-](#_bookmark139)

[lum (1968) (see also](#_bookmark139) [Lan](#_bookmark186) [(2013, 2020)) that the rate of *𝑂*( 1 ) is in fact](#_bookmark139)

ary of 𝖷. Thus, when *𝑓* is strongly convex, Jaggi and Lacoste-Julian away-step step-size will not necessarily result on a point on the bound-

[Lacoste-Julien and Jaggi (2015)](#_bookmark187) show a linear convergence of AW-CG with a rate that only depends on the geometry of set 𝖷, which is cap- tured by the *pyramidal width* parameter. The Pairwise variant of AW-CG, which is also presented and analyzed in [Lacoste-Julien and Jaggi (2015)](#_bookmark187),

takes *𝑑𝑘* = *𝑢𝑘* − *𝑝𝑘* and *𝛾*max = *𝜆𝑢𝑘* , and has similar analysis.

vergence results of AS-CG to functions of the form *𝑓* (*𝑥*) = *𝑔*(**𝐀***𝑥*) + *𝑏, 𝑥* In [Beck and Shtern (2017)](#_bookmark99), Beck and Shtern extend the linear con- where *𝑔* is a strongly convex function. The linear rate depends on a

*⟨ ⟩*

the geometry of 𝖷 as well as matrix **𝐀**. It is also worth mentioning, a parameter based on the Hoffman constant, which captures both on

stream of work which shows linear convergence of AS-CG where the strong convexity assumption is replaced by the assumption that suﬃ- cient second order optimality conditions, known as Robinson conditions

tight, even when the function *𝑓*

[*𝑘*](#_bookmark139)

is strongly convex. This slow conver-

([Robinson, 1982](#_bookmark244)), are satisfied (see for example [Damla et al. (2008)](#_bookmark160)).

ferent extreme points in 𝖷. In the smooth case, where *𝑟* = 0, and the gence is due to the well-documented zig-zagging effect between dif- objective function *𝑓* and the feasible set 𝖷 are both strongly convex, only a rate of *𝑂*(  1 ) can be shown ([Garber and Hazan, 2015](#_bookmark172)), whereas

*𝑘*2

1

*5.3.2. Fully-corrective CG*

The Fully-corrective variant of CG (FC-CG) also involves polyhedral

𝖷, and aims to reduce the number of calls to the linear oracle, by re- placing them with a more accurate minimization over a convex-hull of

([Nesterov, 2018a](#_bookmark227)) showed an accelerated *𝑂*( *𝑘*2 ) rate of convergence

for GCG with strongly convex *𝑟* (*𝜇 >* 0). Linear convergence of the CG

method can only be proved under additional assumptions regarding the

[problem structure or location of the optimal solution (see e.g. Beck and](#_bookmark102) [Teboulle](#_bookmark193) [(2004);](#_bookmark102) [Dunn](#_bookmark180) [(1979);](#_bookmark102) [Epelman](#_bookmark159) [and Freund (2000); Guélat and](#_bookmark102) [Marcotte (1986);](#_bookmark193) [Levitin](#_bookmark192) [and Polyak (1966)).](#_bookmark193)

Departing from these somewhat negative results, variants of the clas- sical CG were suggested in order to obtain the desired linear conver-

gence in the case of strongly convex function *𝑓* . We will discuss four of

these variants: Away-step CG, Fully-corrective CG, CG based on a local

linear optimization oracle (LLOO), and CG with sliding.

* + 1. *Away-step CG*

The away-step variation of CG (AW-CG), first suggested by

two calls of the LO at each iteration. The first call generates *𝑝𝑘* = [Wolfe (1970)](#_bookmark246), treats the case where 𝖷 is a polyhedron. It requires

G

𝖷(∇*𝑓* (*𝑥𝑘*−1)), defined in the original CG algorithm, while the second

G

call generates an additional vector *𝑢𝑘* = (−∇*𝑓* (*𝑥𝑘*−1)). The two vec-

some subset A*𝑘 ⊆* A. The heart of the method is a correction routine, which updates the correction atoms A*𝑘* and iterate *𝑥𝑘*, and satisfy the

following:

*𝑆 𝑘 ⊆* A*𝑘*

*𝑓* (*𝑥𝑘*) ≤ min *𝑓* ((1 − *𝑡*)*𝑥𝑘*−1 + *𝑡𝑝𝑘*)

*𝑡*∈[0*,*1]

≥

*𝜖* max ∇*𝑓* (*𝑥𝑘*)*, 𝑠* − *𝑥𝑘*

*⟨ ⟩*

*𝑠*∈*𝑆 𝑘*

where *𝑝𝑘* = G (∇*𝑓* (*𝑥𝑘*−1)), and *𝜖* is a given accuracy parameter. The FC-

𝖷

CG was known by various names depending on the updating scheme of

A

*𝑘* and *𝑥𝑘* ([Holloway, 1974; Von Hohenbalken, 1977](#_bookmark198)), and was uni-

[fied and analyzed to show linear convergence in Lacoste-Julien and](#_bookmark187)

[Jaggi (2015). The convergence analysis of FC-CG is similar to that of](#_bookmark187) AW-CG, and is based on the correction routine guaranteeing that the forward step is larger than the away-step computed in the previous it- eration.

In order to apply FC-CG one must choose a correction routine, and

𝖷

tors *𝑝𝑘* and *𝑢𝑘* define the *forward direction 𝑑𝑘*

*𝐹 𝑊*

= *𝑝𝑘* − *𝑥𝑘*−1 and the *away*

the linear convergence analysis does not take into account the computa-

*direction 𝑑𝑘* = *𝑥𝑘*−1 − *𝑢𝑘*, respectively. By construction, both of this di-

*𝐴*

A

iteration *𝑘* is obtained by rections are non-ascent directions. The effectively chosen direction at

} *⟨*

*⟩*

AS-CG on the subset *𝑘* = *𝑆 𝑘*−1 ∪ {*𝑝𝑘*} until the conditions are satisfied. tional cost of this routine. One choice of a correction routine is to apply This correction routine is wise only if eﬃcient linear oracles A*𝑘* can

*𝑑𝑘* = argmax

G

– ∇*𝑓* (*𝑥𝑘*−1)*, 𝑑 ,*

be constructed for all *𝑘* such that their low computational cost balances

*𝑑 𝑑𝑘*

∈{

*𝐹𝑊*

*,𝑑𝑘*

*𝐴*

the routine’s iteration complexity.

ensuring the chosen direction is a descent direction for non optimal *𝑥𝑘*−1,

with a corresponding updating step

*𝑥𝑘* = *𝑥𝑘*−1 + *𝛾𝑘 𝑑𝑘.*

Here, the choice of the step-size *𝛾𝑘* will also depend on the direc-

*5.3.3. Enhanced LO based CG*

A variant of CG which is based on an enhanced linear minimization oracle, was suggested by Garber and Hazan [Garber and Hazan (2016)](#_bookmark174).

G

GIn this variant, the linear oracle (*𝑐*) is replaced by a *local oracle*

𝖷*,𝜌*

(*𝑐, 𝑥, 𝛿*) with some constant *𝜌* ≥

𝖷

1, which takes an additional radius

[tion chosen. The first analysis of this algorithm by Guélat and Mar-](#_bookmark193)

input *𝛿* and returns a point *𝑝* ∈ 𝖷 satisfying

over *𝛾* ∈ [0*, 𝛾* ], where *𝛾* ∶= max{*𝑡* 0 ∶ *𝑥𝑘*−1 + *𝑡𝑑𝑘* ∈ 𝖷}. Under [cotte (1986) assumes that the step-size is chosen using exact line search](#_bookmark193)

*𝑘* max max

≥

*‖𝑝*

– *𝑥*

≤ *𝜌𝛿*

≤

*‖*

min

*𝑢, 𝑐 .*

convex *𝑓* . However, this rate estimate depends on the distance between this step-size choice, they prove linear convergence of CG for strongly

*⟨𝑝, 𝑐⟩*

*𝑢*∈𝖷∶*‖𝑢*−*𝑥‖*≤*𝛿 ⟨ ⟩*

the optimal solution and the boundary of set *𝑇 ⊂* 𝖷, which is the minimal Thus, the only deviation from the CG algorithm is that *𝑝𝑘* is obtained by

face of 𝖷 containing the optimal solution. This result was later extended applying G (∇*𝑓* (*𝑥𝑘*)*, 𝑥𝑘, 𝛿* ) for a suitably chosen sequence (*𝛿* ) . The

*𝑋,𝜌 𝑘 𝑘 𝑘*

in [Lacoste-Julien and Jaggi (2015)](#_bookmark187), with a slight variation on the original algorithm. In this variation, the set 𝖷 is represented as the convex hull of a finite set of atoms (not necessarily containing only its vertices), and a representation of the current iterate as a convex combination of these

A

atoms is maintained throughout the algorithm, *i.e.*, *𝑥𝑘* = *∑𝑆𝑘 𝜆𝑘𝑎* where

*𝑆 𝑘* = {*𝑎* ∈ A ∶ *𝜆𝑘 >* 0} is defined as the set of active atoms. Thus, the

*𝑎*

linear convergence for the case where the smooth part *𝑓* is strongly con-

vex, is obtained by a specific update of *𝛿𝑘* at each step of the algorithm. This update depends on the Lipschitz constant *𝐿𝑓* , the strong convex- ity constant of *𝑓* , and the parameter *𝜌*. Moreover, despite the fact that

LLOO-CG can theoretically be applied to any set 𝖷, constructing a gen-

eral LLOO is challenging. In [Garber and Hazan (2016)](#_bookmark174), the authors sug-

*𝑎*

**The procedure CndG**(*𝑔, 𝑢, 𝛽, 𝜂*)

geometric properties the polytope which may generally not tractably computed. Thus, while the strong convexity and geometric properties

eralize it for convex polytopes with *𝜌* =

*𝑛𝜌̃* where *𝜌̃* depends on some

gest an LLOO with *𝜌* = *√𝑛* when the set *√*𝖷 is the unit simplex, and gen-

**Input:** *𝑢*1 = *𝑢, 𝑡* = 1.

**Output:** point *𝑢*+ = CndG(*𝑔, 𝑢, 𝛽, 𝜂*)*.*

**General step:** Let *𝑣* = argmax *𝑔* + *𝛽*(*𝑢* − *𝑢*)*, 𝑢* − *𝑥*

≤

If *𝑉𝑔,𝑢,𝛽* (*𝑢𝑡* ) =

*𝑔* + *𝛽*(*𝑢𝑡* − *𝑢*)*, 𝑢𝑡* − *𝑣𝑡*

*𝜂*, set *𝑢*+

*𝑢𝑡* ;

else, set *𝑢𝑡*+1 = (1 − *𝛼𝑡* )*𝑢𝑡* + *𝛼𝑡 𝑣𝑡* , where

1*,*  *𝑡 𝑡 𝑡*

of the problem are only used for the analysis of the AW-CG and FC-CG,

the associated parameters are explicitly used in the execution of LLOO-

*⟨ 𝑡 𝑥*∈𝖷 *⟨ ⟩ 𝑡*

*𝑡* = *⟩*

geometric parameters renders the LLOO-CG less applicable in practice.

CG. The diﬃculty of accurately estimating the strong convexity and the

*{ ⟨𝛽*(*𝑢* − *𝑢* ) − *𝑔, 𝑣* − *𝑢 ⟩}*

– *𝑢*

2

*𝛼𝑡* = min

*.*

*𝛽‖𝑣𝑡 𝑡 ‖*

*5.3.4. CG with gradient sliding*

Set *𝑡* ← *𝑡* + 1. Repeat General step.

Each iteration of CG requires one call to the linear minimization or- acle and one gradient evaluation. Coupled with our knowledge about

the iteration complexity of CG, this fact implies that CG requires *𝑂*(1∕*𝜀*)

*where* Ω ≡ Ω 1

2 (𝖷)*. The number of calls of the linear minimization oracle*

gradient evaluations of the objective function. This is suboptimal, when

*√*

compared with the *𝑂*(1∕

*𝜀*) gradient evaluations for smooth convex op-

2 *‖*⋅*‖*

linear minimization oracle, the order estimate *𝑂*(1∕*𝜀*) for the number timization, as we will see in [Section 6](#_bookmark72). While it is known that within the

*. In particular, if the parameter sequences in S-CG are*

*𝜂𝑘*

*⌉*

*is bounded by*

6*𝛽𝑘* Ω2

*⌈*

*chosen as*

3*𝐿 𝐿* Ω2

*𝑓* 3

of calls of the LO is unimprovable, in this section we review a method based on the linear minimization oracle which can skip the computa- tion of gradients from time to time. This improves the complexity of

*𝛽𝑘* = *𝑘* + 1 *, 𝛾𝑘* =

*then*

*, 𝜂* = *𝑓 ,*

*𝑘* + 2 *𝑘 𝑘*(*𝑘* + 1)

LO-based methods and leads us to the *conditional gradient sliding* (S-CG) algorithm introduced by Lan and Zhou [Lan and Zhou (2016)](#_bookmark189). S-CG is a numerical optimization method which runs in epochs and overall con- tains some similarities with accelerated methods, to be thoroughly sur-

*𝑓* (*𝑦𝑘*) − *𝑓* (*𝑢*) ≤ 15*𝐿𝑓* Ω2

2(*𝑘* + 1)(*𝑘* + 2)

*.*

*As a consequence, the total number of calls of the function gradients and the*

*𝐿* Ω2 2

convex programming problem for which *𝑟* = 0. veyed in [Section 6](#_bookmark72). S-CG has been described in the context of the smooth

*LO oracle is bounded by 𝑂*

### Accelerated Methods

*𝑓*

*𝜀*

*(√ )*

*, and 𝑂*(*𝐿𝑓* Ω ∕*𝜀*)*, respectively.*

**Input:** A linear oracle a starting point *𝑥*0 ∈ 𝖷. **The conditional gradient sliding methods (S-CG)** (*𝛽𝑘* )*𝑘,* (*𝛾𝑘* )*𝑘* parameter sequence such that

𝖷

G

*𝛾*1 = 1*, 𝐿𝑓 𝛾𝑘* ≤ *𝛽𝑘 ,*

*𝛽𝑘 𝛾𝑘* ≥ *𝛽𝑘*−1 *𝛾𝑘*−1

Γ*𝑘* Γ*𝑘*−1

*,*

where

In previous sections we focused on simple first-order methods with sublinear convergence guarantees in the convex case, and linear con- vergence in the strongly convex case. Towards the end of the discussion in [Section 3](#_bookmark12), we pointed out the possibility to accelerate simple itera- tive schemes via suitably defined extrapolation steps. In this last section of the survey, we are focusing on such *accelerated methods*. The idea of acceleration dates back to 1980’s. The rationale for this research direc- tion is the desire to understand the computational boundaries of solv-

Γ = *{*1 if *𝑘* = 1*,*

(5*.*17)

ing optimization problems. Of particular interest has been the uncon-

*𝑘* Γ

*𝑘*

*𝑘*−1

(1 − *𝛾* ) if *𝑘* ≥ 2*.*

strained smooth, and strongly convex optimization problem. This would

be covered by our generic model [(P)](#_bookmark6) by setting *𝑟* = 0*,* 𝖷 = 𝖵 = ℝ*𝑛* and *𝑓*

**General step:** For *𝑘* = 1*,* 2*,* …

Compute

*𝑧𝑘* = (1 − *𝛾𝑘* )*𝑦𝑘*−1 + *𝛾𝑘 𝑥𝑘*−1*,*

*𝑥𝑘* = CndG(∇*𝑓* (*𝑧𝑘*)*, 𝑥𝑘*−1*, 𝛽𝑘 , 𝜂𝑘* )*,*

*𝑦𝑘* = (1 − *𝛾𝑘* )*𝑦𝑘*−1 + *𝛾𝑘 𝑥𝑘.*

tially updated sequences. The update of the sequence (*𝑥𝑘*) is stated in Similarly to accelerated methods, S-CG keeps track of three sequen-

terms of a procedure CndG, which describes an inner loop of condi- tional gradient steps. This subroutine aims at approximately solving for

the proximal step

strongly convex with parameter *𝜇𝑓 >* 0 and *𝐿𝑓* -smooth. The standard

approach to quantify the computational hardness of optimization prob-

point *𝑥*, the oracle reports the corresponding function value *𝑓* (*𝑥*), and in lems is through the *oracle model* of optimization; Upon receiving a query first-order models, the function gradient ∇*𝑓* (*𝑥*) as well. In their seminal

mization algorithm, there exists an *𝐿𝑓* -smooth (with some *𝐿𝑓 >* 0) and work, [Nemirovski and Yudin (1983)](#_bookmark213) showed that for any first-oder opti- convex function *𝑓* ∶ ℝ*𝑛* → ℝ such that the number of queries required to obtain an *𝜀*-optimal solution *𝑥*∗ which satisfies

*𝑓* (*𝑥*∗) *<* min *𝑓* (*𝑥*) + *𝜀,*

*𝑥*

is at least of the order of min{*𝑛, √𝐿𝑓* ∕*𝜇𝑓* } ln(1∕*𝜀*) if *𝜇𝑓 >* 0

and min{*𝑛* ln(1∕*𝜀*)*,*

*𝐿𝑓* ∕*𝜀*}, if *𝜇𝑓* = 0. This bound, obtained by

*√*

min *𝑓* (*𝑧𝑘*) + ∇*𝑓* (*𝑧𝑘*)*, 𝑥* − *𝑧𝑘*

+ *𝛽𝑘*

*𝑥* − *𝑥𝑘*−1 2

information-theoretical arguments, turned out to be tight. Nemirovski [Nemirovski (1982)](#_bookmark210) proposed a method achieving the optimal rate

*𝑥*∈*𝑋 ⟨*

*⟩* 2 *‖ ‖*

*𝑂*(1∕*𝑘*2) via a combination of standard gradient steps with the

up to an accuracy of *𝜂𝑘* . As will become clear later, the S-CG can thus

be thought of as an approximate version of the accelerated scheme pre-

sented in [Section 6.1](#_bookmark73).

The main performance guarantee of the algorithm S-CG is summa- rized in the following theorem:

**Theorem 5.4.** *For all 𝑘* ≥ 1 *and 𝑢* ∈ 𝖷*, we have*

classical center of gravity method, which required additional small- [dimensional minimization, see also a recent paper (Nesterov et al., 2020).](#_bookmark229) [Nesterov](#_bookmark216) [(1983) proposed an optimal method with explicit](#_bookmark229) step-sizes, which is nowadays known as Nesterov’s accelerated gradient method.

* 1. *Accelerated Gradient Method*

*𝑓* (*𝑦𝑘*) − *𝑓* (*𝑢*) ≤ *𝛽𝛾𝑘* Ω + Γ *∑ 𝜂𝑖 𝛾𝑖 ,* (5.18)

*𝑘*

2

In this section we consider one of the multiple variants of an Acceler-

*𝑘*

2

*𝑖*=1

Γ*𝑖*

ated Gradient Method. This variant is close to the accelerated proximal

method in [Tseng (2008)](#_bookmark236), which has been very influential to the field. An- other very influential version of the accelerated method, especially in applications, is the FISTA algorithm ([Beck and Teboulle, 2009a](#_bookmark105)), which is excellently described in [Beck (2017)](#_bookmark97). A recent review on accelerated

methods is [d’Aspremont et al., 2021](#_bookmark165). The version we present here is in-

where in the first inequality used the convexity of *𝑟*, and in the second inequality we used the convexity of *𝑓* . Now we plug [(6.2)](#_bookmark77) and [(6.3)](#_bookmark80) into

[(6.1)](#_bookmark76) to obtain

Ψ(*𝑥𝑘*+1) ≤ *𝐴𝑘* Ψ(*𝑥𝑘*) + *𝛼𝑘*+1 *(𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑢𝑘*+1)*)*

*𝐴𝑘*+1

*𝐴𝑘*+1

[spired by the *Method of Similar Triangles* (Gasnikov and Nesterov, 2018; Nesterov, 2018b). For an illustration see](#_bookmark179) [Figure](#_bookmark86) [1](#_bookmark179)

Accelerated schemes generically produce three sequences (*𝑢𝑘, 𝑥𝑘, 𝑦𝑘*),

+ 1 *𝐷* (*𝑢𝑘*+1*, 𝑢𝑘*)

*𝐴𝑘*+1 *ℎ*

= *𝐴𝑘* Ψ(*𝑥𝑘*) + 1 *[𝛼 (𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑢𝑘*+1)*)*

*]*

which are iteratively constructed via specifically designed inertial, re-

*𝐴*

*𝑘*+1

*𝐴*

*𝑘*+1

*𝑘*+1

ations are governed by control sequences (*𝐴𝑘* )*𝑘* and (*𝛼𝑘* )*𝑘*. laxation and gradient steps. The relative magnitude of inertia and relax-

The version we present below, is very flexible and allows one to obtain accelerated methods for many settings. As a particular example, below in [Section 6.4](#_bookmark88), we show how a slight modification of this method

+*𝐷ℎ* (*𝑢𝑘*+1*, 𝑢𝑘*) *.* (6.4)

Given the definition of *𝑢𝑘*+1 as a Prox-Mapping, we can apply [(3.12)](#_bookmark31) by substituting *𝑥*+ = *𝑢𝑘*+1, *𝑥* = *𝑢𝑘*, *𝛾* = *𝛼𝑘*+1 . In this way, we obtain, for any

*𝑢* ∈ 𝖷,

*⟨ ⟩*

allows one to obtain universal accelerated gradient method.

Ψ(*𝑥𝑘*+1) ≤ *𝐴𝑘* Ψ(*𝑥𝑘*) + 1 *(𝛼*

(*𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1 + *𝑟*(*𝑢𝑘*+1))

Our aim is to solve the composite model problem [(P)](#_bookmark6) within a general Bregman proximal setup, formulated in [Section 3.2](#_bookmark20). We are given a DGF



*ℎ* ∈ 1(𝖷). The scaling of the strong convexity parameter to the value

*𝐴𝑘*+1

+*𝐷ℎ* (*𝑢𝑘*+1*, 𝑢𝑘*)*)*

*⟨ ⟩*

*𝐴𝑘*+1

*𝑘*+1

1. actually is without loss of generality, modulo a constant rescaling of

(3≤*.*12) *𝐴𝑘* Ψ(*𝑥𝑘*) + 1 *(𝛼* (*𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑢* − *𝑦𝑘*+1 + *𝑟*(*𝑢*))

+*𝐷ℎ* (*𝑢, 𝑢𝑘*) − *𝐷ℎ* (*𝑢, 𝑢𝑘*+1)

*)*

the employed DGF

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝑘*+1

≤ *𝐴𝑘* Ψ(*𝑥𝑘*) + *𝛼𝑘*+1 (*𝑓* (*𝑢*) + *𝑟*(*𝑢*)) + 1 *𝐷* (*𝑢, 𝑢𝑘*) − 1 *𝐷* (*𝑢, 𝑢𝑘*+1)

### The Accelerated Bregman Proximal Gradient Method

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1 *ℎ*

*𝐴𝑘*+1 *ℎ*

### (A-BPGM)

0 0 0

= *𝐴𝑘* Ψ(*𝑥𝑘*) + *𝛼𝑘*+1 Ψ(*𝑢*) + 1 *𝐷* (*𝑢, 𝑢𝑘*) − 1 *𝐷* (*𝑢, 𝑢𝑘*+1)*,* (6.5)

**Input:** pick *𝑥*

= *𝑢*

= *𝑦*

∈ dom(*𝑟*) ∩ 𝖷◦, set *𝐴*0 = 0

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1 *ℎ*

*𝐴𝑘*+1 *ℎ*

**General step:** For *𝑘* = 0*,* 1*,* … do:

2 where we also used convexity of *𝑓* . Multiplying both sides of the last

Find *𝛼𝑘*+1 from quadratic equation *𝐴𝑘* + *𝛼𝑘*+1 = *𝐿𝑓 𝛼𝑘*+1 . Set

inequality by *𝐴*

*𝑘*+1

, summing these inequalities from *𝑘* = 0 to *𝑘* = *𝑁* − 1,

*𝐴𝑘*+1 = *𝐴𝑘* + *𝛼𝑘*+1 .

and using that *𝐴*

– *𝐴*

= *∑𝑁* −1 *𝛼*

, we obtain

Set *𝑦𝑘*+1 = *𝛼𝑘*+1 *𝑢𝑘* + *𝐴𝑘 𝑥𝑘*.

*𝐴* Ψ(*𝑥𝑁* ) ≤ *𝐴* Ψ(*𝑥*0) + (*𝐴*

– *𝐴* )Ψ(*𝑢*) + *𝐷* (*𝑢, 𝑢*0) − *𝐷* (*𝑢, 𝑢𝑁* )*.*

*𝐴𝑘*+1

*𝑁*

0

*𝑘*=0

*𝑘*+1

*𝐴𝑘*+1

*𝑁* 0

*𝑁* 0 *ℎ ℎ*

(6.6)

Set

Since *𝐴* = 0, we can choose *𝑢* = *𝑥*∗ ∈ argmin{*𝐷* (*𝑢, 𝑢*0) *𝑢* ∈ 𝖷∗} *⊆* 𝖷∗ and

*𝑢𝑘*+1 = P *ℎ*

*𝛼𝑘*+1

, so that, for all *𝑁*

,

(*𝑢𝑘, 𝛼*

∇*𝑓* (*𝑦𝑘*+1))

( ∗ 0 ) ≥ 0

≥ 1 *ℎ* *|*

= argmin*𝑥*∈𝖷*{𝛼𝑘*+1 *(𝑓* (*𝑦𝑘*+1)+*⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑥* − *𝑦𝑘*+1*⟩*+*𝑟*(*𝑥*)*)*+*𝐷ℎ* (*𝑥, 𝑢𝑘*)*}.*

*𝑟*

*𝑘*+1

*𝐷ℎ 𝑥 , 𝑢𝑁*

Ψ(*𝑥𝑁* ) − Ψmin(𝖷) ≤

*𝐷ℎ* (*𝑥*∗*, 𝑢*0)

*, 𝐷* (*𝑥*∗*, 𝑢𝑁* ) ≤ *𝐷* (*𝑥*∗*, 𝑢*0)*.* (6.7)

Set

=

+

*𝑥𝑘*+1

*𝛼𝑘*+1

*𝐴*

*𝑢𝑘*+1

*𝐴𝑘*

*𝐴*

*𝑥𝑘*.

*𝐴𝑁 ℎ ℎ*

*𝑘*+1 *𝑘*+1

We start the analysis A-BPGM applying the descent Lemma property

tween the iterates {*𝑢𝑁* }*𝑁*≥0 and the solution *𝑥*∗ is bounded by the Breg- So, we see from the second inequality that the Bregman distance be-

man distance between the starting point and the solution *𝑥*∗. Then,

from the inequality *𝐷* (*𝑥*∗*, 𝑢𝑁* ) ≥ 1 *𝑥*∗ − *𝑢𝑁* 2 it follows that *𝑥*∗ − *𝑢𝑁*

is bounded for any *𝑁* , which leads to the existence of a subsequence

converging to *𝑥*∗ by the continuity of Ψ. To obtain the convergence rate

[(3.15)](#_bookmark34) which holds for any two points due to *𝐿𝑓* -smoothness:

*ℎ* 2 *‖ ‖ ‖ ‖*

*⟨ ⟩* 2 *‖*

Ψ(*𝑥𝑘*+1) = *𝑓* (*𝑥𝑘*+1) + *𝑟*(*𝑥𝑘*+1) ≤ *𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑥𝑘*+1 − *𝑦𝑘*+1 + *𝐿𝑓*

*𝑥𝑘*+1 − *𝑦𝑘*+1 2 + *𝑟*(*𝑥𝑘*+1 )*.*

*‖* (6.1)

in terms of the objective residual it remains to estimate the sequence

Let us next consider the squared norm term. Using the definition of

*𝐴𝑁* from below.

2

*𝑥𝑘*+1

*, 𝑦*

*𝑘*+1

and the quadratic equation for *𝛼𝑘*+1 given in the listing of A-

We prove by induction that *𝐴* ≥ (*𝑘*+1) . For *𝑘* = 1 this inequality

*𝑓*

*𝑘* 4*𝐿*

BPGM, as well as the 1-strong convexity of the Bregman divergence, i.e. [(3.5)](#_bookmark19), we obtain

*𝐿𝑓* *‖𝑥𝑘*+1 − *𝑦𝑘*+1 *‖*2 = *𝐿𝑓 ‖ 𝛼𝑘*+1 *𝑢𝑘*+1 + *𝐴𝑘 𝑥𝑘* − *( 𝛼𝑘*+1 *𝑢𝑘* + *𝐴𝑘 𝑥𝑘 )‖*2

*𝑓*

– *𝑢*

*𝐷* (*𝑢*

= 1 +

1 + *𝐴𝑘* ≥ 1

+

*𝐴𝑘* ≥ 1 + *𝑘* + 1 = *𝑘* + 2 *.*

holds as equality since *𝐴*0 = 0, and, hence, *𝐴*1 = *𝛼*1 = 1 . Let us prove

the induction step. From the quadratic equation *𝐴𝑘* + *𝛼𝑘*+1 = *𝐿𝑓 𝛼*2 , we

*𝐿𝑓*

*𝑘*+1

have

*√*

2 2 *𝐴𝑘*+1

*𝐿𝑓 𝛼*2

*𝛼*

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1 *√*

2

*𝑘*+1

2*𝐴*

=

*𝑘*+1

*𝑘* 2

1

*𝑘*+1

*𝑘* 2 ≤ 1

*𝑘*+1 *, 𝑢𝑘* )*.*

(6.2)

*𝑘*+1

*‖𝑢*

*‖* 2*𝐴𝑘*+1 *‖*

*‖ 𝐴𝑘*+1 *ℎ*

*𝑘*+1

2*𝐿𝑓*

4*𝐿*2

*𝐿𝑓*

2*𝐿*

*𝐿𝑓*

2*𝐿𝑓*

2*𝐿𝑓*

2*𝐿𝑓*

Next, we consider the remaining terms in the r.h.s. of [(6.1)](#_bookmark76). Substituting

– *𝑢*

=

*𝑢*

*𝑥𝑘*+1 and using *𝐴𝑘*+1 = *𝐴𝑘* + *𝛼𝑘*+1 , we obtain

(6.8)

*𝑓* (*𝑦*

*𝛼𝑘*+1 + *𝐴𝑘*

*⟩*

*𝑘*+1

) + ∇*𝑓* (*𝑦*

*(*

*⟨*

*𝛼𝑘*+1 + *𝐴𝑘*

*𝑘*+1

)*, 𝑥*

*𝑘*+1

– *𝑦*

*)*

*𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝛼𝑘*+1 *𝑢𝑘*+1 + *𝐴𝑘 𝑥𝑘* −

*𝑘*+1

+ *𝑟*(*𝑥*

*𝑘*+1 )

*𝐴𝑘*+1

*( )*

*𝑦𝑘*+1

= *𝐴𝑘*

+ *𝛼𝑘*+1 ≥

(*𝑘* + 1)2

4*𝐿𝑓*

+ *𝑘* + 2 = 2*𝐿𝑓*

*𝑘*2 + 2*𝑘* + 1 + 2*𝑘* + 4 ≥

4*𝐿𝑓*

(*𝑘* + 2)2

4*𝐿𝑓*

*.*

*𝐴𝑘*+1 *𝐴𝑘*+1

=

+ *𝑟( 𝛼𝑘*+1 *𝑢𝑘*+1 + *𝐴𝑘 𝑥𝑘 )*

*𝐴𝑘*+1

*𝐴𝑘*+1

*⟨ 𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1 *⟩*

(6.9)

Thus, combining [(6.9)](#_bookmark78) with [(6.7)](#_bookmark75), we obtain that the A-BPGM has opti-

mal convergence rate:

≤ *𝐴𝑘 𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑥𝑘* − *𝑦𝑘*+1 + *𝑟*(*𝑥𝑘*)

*( ⟨ ⟩ )*

*𝐴𝑘*+1

+ *𝛼𝑘*+1 *(𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑢𝑘*+1)*)*

Ψ(*𝑥𝑁* ) − Ψ

min

(𝖷) ≤

4*𝐿𝑓 𝐷ℎ* (*𝑥*∗*, 𝑢*0) (*𝑁* + 1)2

*.* (6.10)

*𝐴𝑘*+1

≤ *𝐴𝑘* *(𝑓* (*𝑥𝑘*) + *𝑟*(*𝑥𝑘*)*)* + *𝛼𝑘*+1 *(𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑢𝑘*+1)*)*

*𝐴𝑘*+1

*𝐴𝑘*+1

*Closing Remarks* Mainly driven by applications in imaging and ma- chine learning, the research on acceleration techniques has been very

= *𝐴𝑘* Ψ(*𝑥𝑘*) + *𝛼𝑘*+1 *(𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑢𝑘*+1 − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑢𝑘*+1)*),* (6.3)

productive in the last 20 years. During this time span it received exten-

*𝐴𝑘*+1

*𝐴𝑘*+1

sions to composite optimization ([Beck and Teboulle, 2009a; Nesterov,](#_bookmark105)

[2013](#_bookmark105)), general proximal setups ([Nesterov, 2005b; 2018b](#_bookmark218)), stochastic [optimization problems (Dvurechensky et al., 2018a; Dvurechensky and](#_bookmark143)

[Gasnikov, 2016; Ghadimi and Lan, 2012; 2013; Lan, 2012), optimiza-](#_bookmark143)

some fixed point and *𝑥* is such that *𝑥* − *𝑥*∗ 2 ≤ *𝑅*2, then

*( 𝑥* − *𝑥*∗ *)* Ω

*ℎ*

*𝑅*

≤

2

*,* (6.12)

*‖ ‖*

[tion with inexact oracle (Cohen et al., 2018; d’Aspremont, 2008; De- volder et al., 2014; Dvurechensky and Gasnikov, 2016; Stonyakin et al.,](#_bookmark152) [2020](#_bookmark106)[), variance reduction methods (Allen-Zhu, 2017; Frostig et al.,](#_bookmark152) [2015; Lan and Zhou, 2017; Lin et al., 2015; Zhang and Xiao, 2015),](#_bookmark106)

where Ω is some known number. For example, in the Euclidean setup Ω = 1, and other examples are given in [Juditsky and Nesterov (2014](#_bookmark206), Section 2.3), where typically Ω = *𝑂*(ln *𝑛*).

[random coordinate descent (Fercoq and Richtárik, 2015; Lee and Sid-](#_bookmark166)

[ford, 2013; Lin et al., 2014; Nesterov, 2012; Nesterov and Stich, 2017; Shalev-Shwartz and Zhang, 2014) and other randomized methods such](#_bookmark166) [as randomized derivative-free methods (Dvurechensky et al., 2017; Gor-](#_bookmark151)

### The Restarted Accelerated Bregman Proximal Gradient Method (R-A-BPGM)

≤

*( ) ‖*

**Input:** *𝑧*0 ∈ dom(*𝑟*) ∩ 𝖷◦ such that *𝑧*0 − *𝑥*∗ 2 2 Ω*, 𝐿 , 𝜇*.

[bunov et al., 2018; Nesterov and Spokoiny, 2017; Vorontsova et al.,](#_bookmark151) [2019b) and randomized directional search (Dvurechensky et al., 2017;](#_bookmark151)

[2021; Vorontsova et al., 2019a), second-order methods (Monteiro and](#_bookmark151)

.

**General step:** For *𝑝* = 0*,* 1*,* … do:

2 *𝑥*−*𝑧𝑝*

Set *ℎ𝑝* (*𝑥*) = *𝑅𝑝ℎ*

*𝑅*

, where *𝑅𝑝* ∶= *𝑅𝑝*−1 ∕2 = *𝑅*0 ⋅ 2

*‖ 𝑅*0 , *𝑓*

−*𝑝*

[Svaiter,](#_bookmark91) [2013; Nesterov, 2008), and even high-order methods (Baes,](#_bookmark206)

[2009; Gasnikov et al., 2019; Nesterov, 2019). Under additional assump-](#_bookmark91) tions on the Bregman divergence it is possible to propose accelerated

*𝑝*

*⌈ √* Ω*𝐿 ⌉*

Make *𝑁* =

2

*𝑓*

*𝜇*

– 1 steps of A-BPGM with starting

Bregman proximal gradient method in the setting of relative smooth- [ness (](#_bookmark152)[Hanzely et al., 2021](#_bookmark196)[) and relative strong convexity (Dvurechensky et al., 2021; Hendrikx et al., 2020) (see](#_bookmark152) [Section](#_bookmark35) [3.3.3 for the definition of](#_bookmark152) relative smoothness). Yet, the negative result of ([Dragomir et al., 2021](#_bookmark176)) suggest that, in general, the acceleration in the relative smoothness set- ting is not possible.

As it was mentioned above, accelerated gradient method in the form of A-BPGM can serve as a template for many acceleration techniques.

The examples of accelerated methods which have a close form include

point *𝑥*0 = *𝑧𝑝* and proximal setup given by DFG *ℎ𝑝* (*𝑥*)

Set *𝑧𝑝*+1 = *𝑥𝑁* .

We next use the above assumptions to show the accelerated loga-

imal steps to find a point *𝑥̂* such that *𝑓* (*𝑥̂*) − *𝑓* (*𝑥*∗) *𝜀* is proportional to rithmic complexity of R-A-BPGM, i.e. that the number of Bregman prox-

≤

*√*

*𝐿𝑓* ∕*𝜇* log2(1∕*𝜀*) instead of (*𝐿𝑓* ∕*𝜇*) log2(1∕*𝜀*) for the BPGM under the er-

ror bound condition. The idea of the proof is to show by induction that,

≥ ≤

for all *𝑝* 0, *𝑧𝑝* − *𝑥*∗ 2 *𝑅*2. For *𝑝* = 0 this holds by the assumption on

and *𝑅*0. So, next we prove an induction step from *𝑝* − 1 to *𝑝*. Using the

[primal-dual accelerated methods (Dvurechensky et al., 2018b; Lin et al.,](#_bookmark149) 0

[2019; Tseng, 2008), random coordinate descent and other random-](#_bookmark149)

*𝑧*

*‖ ‖ 𝑝*

[ized algorithms (Diakonikolas and Orecchia, 2018; Dvurechensky et al., 2017; Fercoq and Richtárik, 2015), methods for stochastic optimization](#_bookmark171)

definition of *ℎ𝑝*−1 , assumptions about *ℎ*, and the inductive assumption,

we have

([Dvurechensky et al., 2018a; Lan, 2012](#_bookmark143)), methods with inexact oracle [(](#_bookmark180)[Cohen et al., 2018](#_bookmark152)[) and inexact model of the objective (Gasnikov and Tyurin, 2019; Stonyakin et al., 2020). Moreover, only using this one-](#_bookmark180)

*𝑝*−1

*𝐷 𝑥*∗*, 𝑧*

*𝑝*−1

*ℎ* (

*𝑝*−1

) ≤ *ℎ*

*𝑝*−1

(*𝑥*∗) = *𝑅*2

*𝑧𝑝*−1 − *𝑥*∗ (6≤*.*12) Ω*𝑅𝑝*−1

*𝑅𝑝*−1 2

2

*ℎ*

*( )*

*.* (6.13)

projection version it was possible to obtain accelerated gradient meth- ods with inexact model of the objective ([Gasnikov and Tyurin, 2019](#_bookmark180)),

our choice of the number of steps *𝑁* , we obtain Thus, applying the error bound condition [(6.11)](#_bookmark81), the bound [(6.10)](#_bookmark79) and

accelerated decentralized distributed algorithms for stochastic convex *𝜇*

(6*.*11)

(6*.*10) *𝐿𝑓 𝐷ℎ*

(*𝑥*∗ *, 𝑧𝑝*−1 ) (6*.*13) *𝐿𝑓* Ω*𝑅*2

*𝑝* − ∗ 2

*‖*

≤ Ψ(*𝑧𝑝*) − Ψ

(𝖷) = Ψ(*𝑥𝑁* ) − Ψ

(𝖷) ≤

*𝑝*−1

≤ *𝑝*−1

[optimization (Dvinskikh et al., 2019; Gorbunov et al., 2019; Rogozin et al., 2021), and accelerated method for stochastic optimization with](#_bookmark139) heavy-tailed noise ([Gorbunov et al., 2020; 2021](#_bookmark185)). The key to the last two

1. *‖𝑧*

*𝑥*

2

≤ *𝜇𝑅*

*𝑝*−1 =

8

min

*𝜇𝑅*2

2 *.*

*𝑝*

min

(*𝑁* + 1)2

2(*𝑁* + 1)2

results is the proof that the sequence generated by the one-projection ac-

So, we obtain that

*𝑝* − ∗ ≤

= *𝑅*

⋅ 2−*𝑝* and Ψ(*𝑧𝑝*) − Ψ

(𝖷) ≤

celerated gradient method is bounded with large probability, which, to *𝜇* *𝑅*2 ⋅2−2*𝑝*

*‖𝑧*

*𝑥 ‖*

*𝑅𝑝* 0

min

our knowledge, is not possible to prove for other types of accelerated methods applied to stochastic optimization problems.

02 . To estimate the total number of basic steps of A-BPGM to

achieve Ψ(*𝑧𝑝*) − Ψmin(𝖷) *𝜀*, we need to multiply the suﬃcient num-

≤

ber of restarts *𝑝̂* = *⌈* 1 log2 *⌉* by the number of A-BPGM steps *𝑁* in

*𝜇𝑅*2

2

0

2*𝜀*

* 1. *Linear Convergence*

*𝜇𝑅 )*

2

Under additional assumptions, we can use the scheme A-BPGM to obtain a linear convergence rate, or, in other words, logarithmic in the

that Ψ(*𝑥*) satisfies a quadratic error bound condition for some *𝜇 >* 0: desired accuracy complexity bound. One such possible assumption is

each restart. This leads to the complexity estimate *𝑂(√* Ω*𝐿𝑓* log2 0 which is optimal ([Nemirovski and Yudin, 1983; Nesterov, 2018b](#_bookmark213)) for first-order methods applied to smooth strongly convex optimization problems.

*Closing Remarks* The restart technique which we used above was

*𝜇*

*𝜀*

Ψ(*𝑥*) − Ψ

*‖*

min

(𝖷) ≥ *𝜇 𝑥*

2

*‖*

– *𝑥*∗ 2*.* (6.11)

extended in the past 20 years to many settings including problems [with non-quadratic error bound condition (Juditsky and Nesterov,](#_bookmark206)

This is a weaker assumption than the assumption that Ψ(*𝑥*) is *𝜇*-strongly convex with *𝜇 >* 0. For a review of different additional conditions

which allow to obtain linear convergence rate we refer the reader to [Bolte et al. (2017)](#_bookmark119); [Necoara et al. (2019)](#_bookmark209). The linear convergence rate can be obtained under quadratic error bound condition by a widely used restart technique, which dates back to [Nemirovskii and Nesterov (1985)](#_bookmark214); [Nesterov (1983)](#_bookmark216).

sumptions. First, without loss of generality, we assume that 0 ∈ 𝖷, To apply the restart technique, we make several additional as- 0 = arg min*𝑥*∈𝖷 *ℎ*(*𝑥*) and *ℎ*(0) = 0. Second, we assume that we are given

≤

a starting point *𝑥*0 ∈ 𝖷 and a number *𝑅 >* 0 such that *𝑥*0 − *𝑥*∗ 2 *𝑅*2.

*ℎ* is bounded on the unit ball

([Juditsky and Nesterov, 2014](#_bookmark206)) in the following sense. Assume that *𝑥*∗ is

[2014; Roulet and d’Aspremont, 2017), stochastic optimization prob-](#_bookmark206) [lems (Bayandina et al., 2018; Dvurechensky and Gasnikov, 2016; Gas- nikov and Dvurechensky, 2016; Ghadimi and Lan, 2013; Juditsky and](#_bookmark100) [Nesterov,](#_bookmark145) [2014), methods with inexact oracle (Dvurechensky and Gas-](#_bookmark100) [nikov, 2016; Gasnikov and Dvurechensky, 2016), randomized methods](#_bookmark145) ([Allen-Zhu and Hazan, 2016; Fercoq and Qu, 2020](#_bookmark107)), conditional gra- dient ([Kerdreux et al., 2019; Lan, 2013](#_bookmark182)), variational inequalities and saddle-point problems ([Stonyakin et al., 2018; 2020](#_bookmark216)), methods for con- strained optimization problems ([Bayandina et al., 2018](#_bookmark100)). There are ver- sions of this technique even for discrete and submodular optimization

problems ([Pokutta, 2020](#_bookmark239)).

0

Finally, we make the assumption that

*‖ ‖* 0

A possible drawback of the restart scheme is that one has to

0 *‖ ‖*

know an estimate *𝑅*

for

*𝑧*0 − *𝑥*∗ . It is possible to avoid this by

directly incorporating the parameter *𝜇* into the steps of A-BPGM,

see e.g. [d’Aspremont et al. (2021)](#_bookmark165); [Devolder (2013)](#_bookmark169); [Lan (2020)](#_bookmark188);

[Nesterov (2018b)](#_bookmark228); [Stonyakin et al. (2020)](#_bookmark217). Yet, in this case, a stronger

Here the adjoint operator **𝐀**∗ is defined by equality **𝐀***𝑥, 𝑤* 𝖤 =

**𝐀**∗ *𝑤, 𝑥* 𝖵 and the norm of the operator 𝖵*,*𝖤 is defined by **𝐀** = max { **𝐀***𝑥, 𝑤* ∶ *𝑥* = 1*, 𝑤* = 1}. Since 𝖶 is bounded, Ψ (*𝑥*) is a

*⟨*

**𝐀**

𝖵*,*𝖤

*𝑥,𝑤 ⟨*

uniform approximation for the function Ψ, namely, for all *𝑥* ∈ 𝖷,

*⟩*

*⟩ ‖ ‖ ⟨ ‖ ‖ ⟩*

*‖ ‖*𝖵 *‖ ‖*𝖤 *𝜏*

assumption that Ψ(*𝑥*) is strongly convex or relatively strongly con-

vex ([Lu et al., 2018](#_bookmark201)) is used. The second drawback of the restart

Ψ (*𝑥*) ≤ Ψ(*𝑥*) ≤ Ψ (*𝑥*) + *𝜏*Θ (𝖶)*,* (6.17)

technique and direct incorporation of *𝜇* into the steps, is that both

require to know the value of the parameter *𝜇*. This is in contrast

to non-accelerated BPGM, which using the same step-size as in the

*𝜏*

where

Θ*ℎ*

*𝑤*

Then, the idea is to choose *𝜏* suﬃciently small and apply accelerated

gradient method to minimize Ψ (*𝑥*) on 𝖷 with a DGF *ℎ*

*𝜏*

(𝖶) ∶= max{*ℎ𝑤*

*ℎ𝑤*

(*𝑧*) *𝑧* ∈ 𝖶}, assumed to be a finite number.

*|*

∈  (𝖷) with

[*(*](#_bookmark217)2 [*)*](#_bookmark217)

non-strongly convex case automatically has linear convergence rate

[and complexity *𝑂*](#_bookmark217)

[*𝐿𝑓* log](#_bookmark217)

*𝜇𝑅*[0](#_bookmark217)

[, see e.g. Stonyakin et al. (2020,](#_bookmark217)

a nonrestrictive assumption that min*𝑢*∈𝖷 *ℎ𝑥* (*𝑢*) = 0. Doing this, and as-

[2](#_bookmark217)

*𝜏 𝑥* 1

[*𝜇*](#_bookmark217)

[*𝜀*](#_bookmark217)

[only rough estimates of the parameter *𝜇* are proposed in Fercoq and](#_bookmark164) 2019). Several recipes on how to restart accelerated methods with

0 ≤ Ψ(*𝑥𝑁* ) − Ψ

*ℎ𝑥*

(𝖷) ≤ Ψ (*𝑥𝑁* ) + *𝜏*Θ

suming that Θ

*𝑥*

(𝖶) − Ψ (*𝑥*∗) ≤ Ψ (*𝑥𝑁* ) + *𝜏*Θ

(𝖷) = max{*ℎ* (*𝑢*) *𝑢* ∈ 𝖷} *<* ∞, we can apply the result

[(6.10)](#_bookmark79) to Ψ*𝜏* (*𝑥*) and, using [(6.17)](#_bookmark82), to obtain

*|*

(𝖶) − Ψ (*𝑥*∗) ≤ *𝜏*Θ

(𝖶)

[Qu (2020) and a parameter-free accelerated method is proposed in](#_bookmark164) [Carderera et al. (2021)](#_bookmark142); [Nesterov (2013)](#_bookmark223).

min

*𝜏*

+ 4*𝐿𝜏* Θ*ℎ𝑥* (𝖷) (*𝑁* + 1)2

*ℎ𝑤*

4 **𝐀** 2 Θ

*𝜏*(*𝑁* + 1)2

*𝜏*

(𝖷)

*𝜏*

4*𝐿* Θ

(𝖷)

*ℎ𝑤*

*𝜏 𝜏*

*ℎ𝑤*

= *𝜏*Θ (𝖶) +

*6.3. Smooth minimization of non-smooth functions*

*ℎ𝑤*

*‖ ‖*𝖵*,*𝖤

*ℎ𝑥*

+ *𝑓*

*ℎ𝑥 .*

An important observation made during the last 20 years of devel-

(*𝑁* + 1)2

opment of first-order methods for convex programming is that there is

Choosing *𝜏* to minimize the r.h.s., i.e. *𝜏* = 2*‖***𝐀***‖*𝖵*,*𝖤 *√* Θ*ℎ𝑥* (𝖷) , we obtain

a large gap between the optimal convergence rate for black-box non-

*√*

*𝑁* +1

Θ*ℎ𝑤* (𝖶)

smooth optimization problems, i.e. *𝑂*(1∕

*𝑁* ) and the optimal conver-

≤

gence rate for black-box smooth optimization problems, i.e. *𝑂*(1∕

*𝑁*

2 ).

0

≤ *‖ ‖*

# *√*Θ (𝖷)Θ

(𝖶)

Certainly, there arises the need to understand how this significant gap can be reduced. An important step towards that direction is *Nesterov’s smoothing technique* ([Nesterov, 2005b](#_bookmark218)). To motivate this approach, let us make the following thought experiment. Assume that we mini-

4 **𝐀**

𝖵*,*𝖤

*ℎ𝑥*

*ℎ𝑤*

4*𝐿𝑓* Θ*ℎ* (𝖷)

Ψ(*𝑥𝑁* ) − Ψmin(𝖷)

mize a smooth function by *𝑁* steps of A-BPGM, i.e. solve problem

(6.18)

A more careful analysis in the proof of [Nesterov (2005b](#_bookmark218), Theorem 3), allows also to obtain an approximate solution to the conjugate problem

*𝑁* + 1

+ *𝑥 .*

(*𝑁* + 1)2

max{*𝜓* (*𝑤*) ∶= −*𝜅*(*𝑤*) + min ( **𝐀***𝑥, 𝑤* + *𝑓* (*𝑥*))}*.* (6.19)

[(P)](#_bookmark6) with *𝑟* = 0. Then at each iteration we observe first-order information

(*𝑓* (*𝑦𝑘*+1)*,* ∇*𝑓* (*𝑦𝑘*+1)) and can construct a *non-smooth* piecewise linear ap-

*𝑤*∈𝖶

*𝑥*∈𝖷 *⟨ ⟩*

proximation of *𝑓* as *𝑔*(*𝑥*) = max

{*𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑥* − *𝑦𝑘*+1 }. If

In each iteration of A-BPGM, the optimizer needs to calculate ∇Ψ*𝜏* (*𝑦𝑘*+1),

*𝑘*=1*,...,𝑁 ⟨*

*⟩* which requires to calculate *𝑤̂* (*𝑦𝑘*+1). This information is aggregated to

we now make *𝑁* steps of A-BPGM with the same starting point to min-

*∑*

imize *𝑔*(*𝑥*), and choose the appropriate subgradients of *𝑔*(⋅), the steps

*𝜏*

obtain the vector *𝑤̂𝑁* = *𝑁*−1 *𝛼𝑘*+1 *𝑤̂* (*𝑦𝑘*+1) and is used to obtain the

will be absolutely the same as when we minimized *𝑓* (*𝑥*), and we will be able to minimize a *non-smooth* function *𝑔* with much faster rate 1∕*𝑁* 2 than the lower bound 1∕ *𝑁* . This leads to a way of trying to find a

*√*

*𝑘*=0

following primal-dual result

0 ≤ Ψ( ) − Ψ ( ) ≤ Ψ( ) − (

*𝐴𝑘*+1 *𝜏*

) ≤ 4*‖***𝐀***‖*𝖵*,*𝖤 *√*Θ*ℎ𝑥* (𝖷)Θ*ℎ𝑤* (𝖶) + 4*𝐿𝑓* Θ*ℎ* (𝖷)

suﬃciently wide class of non-smooth functions which can be eﬃciently minimized by A-BPGM. To do so in a systematic way, we have to leave the pure black-box model of convex programming.

*𝑥𝑁*

min 𝖷

*𝑥𝑁*

*𝜓 𝑤̂𝑁*

*𝑁* + 1

*𝑥*

(*𝑁* + 1)2

*.*

(6.20)

Consider the model problem [(P)](#_bookmark6), with the added assumption that the non-smooth part admits a Fenchel representation of the form

*𝑟*(*𝑥*) = max{ **𝐀***𝑥, 𝑤* − *𝜅*(*𝑤*)}*.* (6.14)

*⟨ ⟩*

*𝑤*∈𝖶

Here, 𝖶 *⊆* 𝖤 is a compact convex subset of a finite-dimensional real vec- tor space 𝖤, and *𝜅* ∶ 𝖶 → ℝ is a continuous convex function on 𝖶. **𝐀** is a linear operator from 𝖵 to 𝖤∗. This additional structure of the problem

gives rise to a min-max formulation of [(P)](#_bookmark6), given by

min max{*𝑓* (*𝑥*) + **𝐀***𝑥, 𝑤* − *𝜅*(*𝑤*)}*.* (6.15)

*⟨ ⟩*

to obtain convergence rate *𝑂*(1∕*𝑁* ) for non-smooth optimization, which In both cases using the special structure of the problem it is possible is better than the lower bound *𝑂*(1∕ *𝑁* ) for general non-smooth opti-

mization problems.

*√*

We illustrate the smoothing technique by two examples of piecewise- linear minimization; see also [Figure 2](#_bookmark87)

fit of some signal *𝑏* ∈ 𝖤, given linear observations **𝐀***𝑥*. where **𝐀** ∶ 𝖵 → 𝖤 **Example 6.1** (Uniform fit)**.** Consider the problem of finding a uniform

is a bounded linear operator. This problem amount to minimize the non-

*𝑥*∈𝖷 *𝑤*∈𝖶

tion *𝑟* can be well approximated by a class of smooth convex functions, The main idea of Nesterov is based on the observation that the func- defined as follows. Let *ℎ𝑤* ∈ 1(𝖶) with a nonrestrictive assumption



**𝐀***𝑥* − *𝑏* . Of course, this problem can be equivalently

parameter vector *𝑥* is large, such a direct approach could turn out to be formulated as an LP, however in case where the dimensionality of the

smooth function *‖ ‖*∞

not very practical. Adopting the just introduced smoothing technology, the representation [(6.15)](#_bookmark84) can be obtained using the definition of the dual

resentation is obtained using the unit simplex 𝖶 = {*𝑤* ∈ ℝ2*𝑚*

1}, matrix **𝐀***̂* = [**𝐀**; −**𝐀**], and vector *𝑏̂* = [*𝑏*; −*𝑏*]. For the set 𝖶, a natural

that min*𝑧*∈𝖶 *ℎ𝑤* (*𝑧*) = 0. For given *𝜏 >* 0, define the function

norm ⋅

, i.e.

**𝐀***𝑥* − *𝑏*

= max

**𝐀***𝑥* − *𝑏, 𝑤* . Yet, a better rep-

*‖ ‖*1 *‖ ‖*∞

*𝑤*∶*‖𝑤‖*1 ≤1 *⟨*

*⟩ ∑*2

Ψ (*𝑥*) ∶= *𝑓* (*𝑥*) + max{ **𝐀***𝑥, 𝑤* − *𝜅*(*𝑤*) − *𝜏ℎ* (*𝑤*)}*.* (6.16)

*𝜏 ⟨ ⟩ 𝑤*

*𝑤*∈𝖶

Since *ℎ𝑤* is 1-strongly convex on the compact convex set 𝖶, the inner

solution. We denote by *𝑤̂𝜏* (*𝑥*) this optimal solution for a fixed *𝑥*. The maximization problem is strongly concave and hence admits a unique

entropy *ℎ𝑤* (*𝑤*) = ln 2*𝑚* +

*𝑚*

*𝑖*=1

=

Bregman setup is the no*∑*rm *‖𝑤‖*𝖤

*‖𝑤‖*1

+ *𝑖*=1 *𝑖*

and the Boltzmann-Shannon

*𝑚 𝑤* =

*𝑤𝑖* ln *𝑤𝑖* . This gives

*|*

main technical lemma needed for the analysis is the following.

Ψ (*𝑥*) = max{ **𝐀***̂ 𝑥* − *𝑏̂, 𝑤* − *𝜏ℎ* (*𝑤*)} = *𝜏* ln

*(*  1

*𝑚*

exp

*∑*

*(*  *⟨𝑎𝑖 , 𝑥⟩* − *𝑏𝑖 )*

**Proposition 6.1** ([Nesterov (2005b)](#_bookmark218))**.** *The function* Ψ*𝜏* (*𝑥*) *is well defined, convex and continuously diﬀerentiable at any 𝑥* ∈ 𝖷 *with* ∇Ψ*𝜏* (*𝑥*) = ∇*𝑓* (*𝑥*) +

**𝐀**∗ *𝑤̂𝜏* (*𝑥*)*. Moreover,* ∇Ψ*𝜏* (*𝑥*) *is Lipschitz continuous with constant 𝐿𝜏* = *𝐿𝑓* +

**𝐀** 2

*‖ ‖*𝖵*,*𝖤

*.*

*𝜏*

*𝜏 𝑤*∈𝖶 *𝑤*

+ exp *(*− *⟨𝑎𝑖 , 𝑥⟩* − *𝑏𝑖 )),*

*𝜏*

*⟨ ⟩*

which is recognized as a softmax function.

2*𝑚*

*𝑖*=1 *𝜏*

**Fig. 1.** Illustration of the three sequences of the A-BPGM in the uncon-
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strained case 𝖷 = ℝ*𝑛*, *𝑟* = 0, *ℎ* = 1 *𝑥* 2. In this simple case it is easy to

∇*𝑓* (*𝑦𝑘*+1) *‖ ‖*

see that *𝑢𝑘*+1 = *𝑢𝑘* − *𝛼*

*𝑘*+1

2 2

, and the sequence

*𝑢𝑘* accumulates the

previous gradient, while helping to keep momentum. Also by the similar-

ity of the triangles, *𝑥𝑘*+1 = *𝑦𝑘*+1 − *𝛼* ∇*𝑓* (*𝑦𝑘*+1) ⋅ *𝛼𝑘*+1 = *𝑦𝑘*+1 − 1 ∇*𝑓* (*𝑦𝑘*+1),

*𝑘*+1

*𝐴𝑘*+1

*𝐿𝑓*

i.e. *𝑦𝑘* is the sequence obtained by gradient descent steps. Finally, the se-

quence *𝑥𝑘* is a convex combination of the momentum step and the gra-

dient step. The illustration is inspired by personal communication with [Yu. Nesterov on the Method of Similar Triangles (Gasnikov and Nesterov, 2018; Nesterov, 2018b).](#_bookmark179)
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**Fig. 2.** Absolute value function *𝑥* , its softmax smoothing and Huber smooth- ing, both with *𝜏* = 1.

*| |*

**Example 6.2 (.** 𝓁1**-fit)** In compressed sensing [Candes and Tao (2007)](#_bookmark136);

minimize the 𝓁1 norm of the residual vector **𝐀***𝑥* − *𝑏* over a given closed [Candes et al. (2006)](#_bookmark137); [Donoho (2006)](#_bookmark175) one encounters the problem to

convex set 𝖷. While it is well-known that this problem can in principle again be reformulated as an LP, the typical high-dimensionality of such problems makes this direct approach often not practicable. Adopting the

≤

smoothing technology, it is natural to choose 𝖶 = {*𝑤* ∈ ℝ*𝑚 𝑤* 1}

the above rate estimate with the one reported in [Nemirovski (2004)](#_bookmark211), one observes that the bound in [Nemirovski (2004)](#_bookmark211) has a similar to [(6.20)](#_bookmark83) structure, yet with the second term being non-accelerated,

i.e. proportional to 1∕*𝑁* . This approach was generalized to obtain

an accelerated method for a special class of variational inequali-

ties in [Chen et al. (2017)](#_bookmark150), where an optimal iteration complexity

*𝑂*(*𝐿*∕ *𝜀*) to reach an *𝜀*-close solution is reported. In the original

*√*

paper ([Nesterov, 2005b](#_bookmark218)), the smoothing parameter is fixed and re-

quires to know the parameters of the problem in advance. This has been improved in [Nesterov (2005a)](#_bookmark217), where an adaptive version of the smoothing techniques is proposed. This framework was extended [in](#_bookmark232) [Alacaoglu et al. (2017)](#_bookmark103)[;](#_bookmark232) [Tran-Dinh et al. (2020)](#_bookmark231)[; Tran-Dinh and Cevher (2014);](#_bookmark232) [Tran-Dinh](#_bookmark233) [et al. (2018) for structured composite opti-](#_bookmark232) mization problems in the form [(2.7)](#_bookmark10) and a related primal-dual represen- tation [(2.8)](#_bookmark11). A related line of works studies minimization of strongly con- vex functions under linear constraints. Similarly to [(6.16)](#_bookmark85) the objective in the Lagrange dual problem has Lipschitz gradient, yet the challenge is that the feasible set in the dual problem is not bounded. Despite that [it is possible to obtain accelerated primal-dual methods (Anikin et al., 2017; Chernov et al., 2016; Dvurechensky et al., 2016; 2018b; Guminov et al., 2021; 2019; Ivanova et al., 2020; Kroshnin et al., 2019; Nesterov et al., 2020; Tran-Dinh and Cevher, 2014; Tran-Dinh et al., 2018). In](#_bookmark115) particular, this allows to obtain improved complexity bounds for differ- [ent types of optimal transport problems (Dvurechensky et al., 2018a; 2018b; Guminov et al., 2021; Kroshnin et al., 2019; Lin et al., 2020; 2019; 2019; Tupitsa et al., 2020; Uribe et al., 2018).](#_bookmark143)

* 1. *Universal Accelerated Method*

1 *∑𝑚 ‖ ‖* 2

*|‖ ‖*∞

As it was discussed in the previous subsection, there is a gap in the

and *ℎ𝑤* (*𝑤*) = 2

Ψ (*𝑥*) = max{ **𝐀***𝑥* − *𝑏, 𝑤* − *𝜏ℎ* (*𝑤*)} =

*𝑤*∈𝖶 *⟨*

*⟩*

*𝜏*

*𝑖*=1

*𝑎𝑖* 𝖤*,*∗ *𝑤𝑖* , which gives

*𝑚*

*∑*

two classes which allows to obtain uniformly optimal complexity bounds

*𝑤*

*𝑎*

*( |⟨𝑎 , 𝑥⟩* − *𝑏 |)*

convergence rate between the class of non-smooth convex optimization problems and the class of smooth convex optimization problems. In this subsection, we present a unifying framework ([Nesterov, 2015](#_bookmark225)) for these

where *𝜓* (*𝑡*) is the Huber function equal to *𝑡*2∕(2*𝜏*) for 0 ≤ *𝑡* ≤ *𝜏* and *𝑡* −

*𝜓*

*𝑖 𝑖*

*,*

*𝑖*

=1 *‖ 𝑖 ‖𝑥,*∗

*𝜏*

*‖𝑎𝑖 ‖*𝖤*,*∗

*𝜏*∕2 if *𝑡* ≥ *𝜏*.

*𝜏*

For the particular case of smoothing the absolute value function *|𝑥|*,

for both classes by a single method without the need to know whether the objective is smooth or non-smooth.

Consider the Problem [(P)](#_bookmark6) with *𝑓* which belongs to the class of func-

tions with Hölder-continuous subgradients, i.e. for some *𝐿 >* 0 and

≤ *𝐿*

ing and Huber smoothing, both with *𝜏* = 1. Potentially, other ways [Figure 2](#_bookmark87) gives the plot of the original function, its softmax smooth-

[of smoothing a non-smooth function can be applied, see Beck and Teboulle (2012) for a general framework.](#_bookmark108)

*Closing Remarks* Let us make several remarks on the related literature. A close approach is proposed in [Nemirovski (2004)](#_bookmark211), where the problem [(6.15)](#_bookmark84) is considered directly as a min-max saddle-point problem. These classes of equilibrium problems are typically solved via tools from mono- tone variational inequalities, whose performance is typically worse than the performance of optimization algorithms. In particular, contrasting

*𝜈*

*𝜈*

*𝜈* ∈ [0*,* 1] it holds that

*𝑓* (*𝑥*) − *𝑓* (*𝑦*)

*𝑥* − *𝑦*

for all *𝑥, 𝑦* ∈ dom *𝑓*

′

′

′ [*‖*](#_bookmark9)′ *‖ ‖ ‖*

∗ *𝜈*

and all *𝑓* (*𝑥*) ∈ *𝜕𝑓* (*𝑥*) and *𝑓* (*𝑦*) ∈ *𝜕𝑓* (*𝑦*). If *𝜈* = 1, we recover the *𝐿𝑓* - smoothness condition [(2.1)](#_bookmark9). If *𝜈* = 0 we have that *𝑓* has bounded varia-

tion of the subgradient, which is essentially equivalent to the bounded [subgradient](#_bookmark170) [Assumption 8](#_bookmark43)[. The main observation (Devolder et al., 2014; Nesterov, 2015) is that this Hölder condition allows to prove an inex-](#_bookmark170) act version of the ”descent Lemma” inequality [(3.15)](#_bookmark34). More precisely

[Nesterov (2015](#_bookmark225), Lemma 2), for any *𝑥, 𝑦* ∈ dom *𝑓* and any *𝛿 >* 0,

*𝑓* (*𝑦*) ≤ *𝑓* (*𝑥*) + *𝑓* ′(*𝑥*)*, 𝑦* − *𝑥* + *𝐿𝜈 𝑦* − *𝑥* 1+*𝜈* ≤ *𝑓* (*𝑥*) + *𝑓* ′(*𝑥*)*, 𝑦* − *𝑥* + *𝐿 𝑦* − *𝑥* 2 + *𝛿,*

*⟨ ⟩* 1 + *𝜈 ‖ ‖ ⟨ ⟩* 2 *‖ ‖*
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only difference is that *𝐿𝑓* is changed to its local approximation *𝐿𝑘*+1 and

add the error term *𝜀𝛼𝑘*+1 appears in the r.h.s. In [(6.2)](#_bookmark77) the new quadratic

2*𝐴𝑘*+1

equation with *𝐿𝑘*+1 is used and the inequality remains the same. This

term *𝜀𝛼𝑘*+1 in the r.h.s. Finally, this leads to the bound eventually leads to [(6.5)](#_bookmark74) with the only change being an additive error

2*𝐴𝑘*+1

Ψ(*𝑥𝑁* ) − Ψmin

(𝖷) ≤ *𝐷ℎ* (*𝑢*∗*, 𝑢*0) + *𝜀*

*𝐴𝑁* 2

*.*

After some algebraic manipulation, [Nesterov (2015](#_bookmark225), p.397) obtains an

inequality *𝐴* ≥ *𝑁* 1+*𝜈 𝜀* 1+*𝜈* . Substituting, we obtain

1+3*𝜈* 1−*𝜈*

*𝑁* 2+4*𝜈*  2

2 1+*𝜈 𝐿* 1+*𝜈*

*𝜈*

2+4*𝜈*  2

*𝑁* ≤ *ℎ 𝜈*

2 1+*𝜈 𝐷* (*𝑢*∗*, 𝑢*0)*𝐿* 1+*𝜈*

Ψ(*𝑥* ) − Ψmin(𝖷) +

*𝜀 .*

1+3*𝜈*

1−*𝜈* 2

**Fig. 3.** Non-smooth function *𝑓* (*𝑥*) = max{*𝑥* − 1*, 𝑥*∕2}, a quadratic function con-

*𝑁* 1+*𝜈 𝜀* 1+*𝜈*

Since the method does not require to know *𝜈* and *𝐿𝜈* , the iteration com- plexity to achieve accuracy *𝜀* is

*)*

structed using the first-order information at the point *𝑥* = 2, and a shifted

quadratic function constructed using the first-order information at the point

*𝑥* = 2. As one can see, adding a shift allows to obtain an upper quadratic bound

= inf *( 𝐿𝜈*

*⎜𝜈*∈[0*,*1] *𝜀*

*⎝ ⎠*

*𝑁 𝑂⎛*

2 1+3*𝜈 (*

1+*𝜈*

*𝐷ℎ* (*𝑢*∗ *, 𝑢*0 ) 1+3*𝜈*

*) ⎞*

*.*

*⎟*

for the objective, which is then minimized to obtain a new test point.

where

(6.21)

It is easy to see that the oracle complexity, i.e. the number of proximal

calls for each *𝑘* is 2(*𝑖𝑘* + 1). Further, *𝐿𝑘*+1 = 2*𝑖𝑘* −1 *𝐿𝑘* , which means that operations, is approximately the same. Indeed, the number of oracle the total number of the oracle calls up to iteration *𝑁* is *𝑁*−1 2(*𝑖* + 1) = *∑𝑁* −1 2(2 log2 *𝐿𝑘*+1 ) = 4*𝑁* + 2 log2 *𝐿𝑁* , i.e. is, up to a logarithmic

*𝑘*=0

*∑ 𝑘*

*𝑘*=0

*𝐿𝑘*

*𝐿*0

*𝐿* ≥

( ) ∶= 1 − *𝜈* 1 1+*𝜈*

1 + *𝜈 𝛿*

*𝐿 𝛿 ( )*

1−*𝜈*

2

1+*𝜈*

*𝜈*

*𝐿*

(6.22)

term, four times larger than *𝑁* . The obtained oracle complexity coin-

[cides up to a constant factor with the lower bound (Nemirovski and](#_bookmark213)

with the convention that 00 = 1. We illustrate this by [Figure 3](#_bookmark89) where we plot a quadratic bound in the r.h.s. of [(6.21)](#_bookmark90) with *𝛿* = 0 and a

shifted quadratic bound in the r.h.s. of [(6.21)](#_bookmark90) with some *𝛿 >* 0. The first

tions with Hölder-continuous gradients. In the particular case *𝜈* = 0, we [Yudin, 1983) for first-order methods applied to minimization of func-](#_bookmark213)

*𝐿*2 *𝐷ℎ* (*𝑢*∗ *,𝑢*0 )

*( )*

obtain the complexity *𝑂*

0

2

, which corresponds to the conver-

quadratic bound can not be an upper bound for *𝑓* (*𝑦*) for any *𝐿 >* 0, and

the positive shift allows to construct an upper bound. Thus, it is suf-

ficient to equip the A-BPGM with a backtracking line-search to obtain

a universal method. The resulting algorithm is listed below as Univer-

*𝜀*

gence rate 1∕ *𝑘*, which is typical for general non-smooth minimization. In the opposite case of smooth minimization corresponding to *𝜈* = 1, we

*√*

*(√ )*

*𝐿 𝐷* (*𝑢*∗ *,𝑢*0 )

obtain the complexity *𝑂*

1 *ℎ*

*𝜀*

, which corresponds to the op-

sal Accelerated Bregman Proximal Gradient Method (U-A-BPGM). A key step is the potentially non-monotone adjustment of the local Lipschitz

gradient estimate *𝐿𝑘* .

timal convergence rate 1∕*𝑘*2. The same idea can be used to obtain uni-

versal version of BPGM ([Nesterov, 2015](#_bookmark225)). One can also use the strong

convexity assumption to obtain faster convergence rate of U-A-BPGM

[either by restarts (Kamzolov et al., 2020; Roulet and d’Aspremont,](#_bookmark181)

### The Universal Accelerated Bregman Proximal Gradient Method (U-A-BPGM)

**Input:** Pick *𝑥*0 = *𝑢*0 = *𝑦*0 ∈ dom(*𝑟*) ∩ 𝖷◦, *𝜀 >* 0, 0 *< 𝐿*0 *< 𝐿*(*𝜀*∕2), set

*𝐴*0 = 0

**General step:** For *𝑘* = 0*,* 1*,* … do:

≥

Find the smallest integer *𝑖* 0 such that if one defines *𝛼*

[2017), or by incorporating the strong convexity parameter in the steps](#_bookmark181) ([Stonyakin et al., 2020](#_bookmark217)). The same backtracking line-search can be ap-

plied in a much simpler way if one knows that *𝑓* is *𝐿𝑓* -smooth with

[tice caused by a pessimistic estimate for *𝐿𝑓* (Dvinskikh et al., 2020;](#_bookmark141) some unknown Lipschitz constant or to achieve acceleration in prac-

[Dvurechensky et al., 2016; 2018b; Malitsky and Pock, 2018; Nesterov,](#_bookmark141)

*𝑘*

*𝑖* −1 2

*𝑘*+1

[2013; Tran-Dinh et al., 2018). The idea is to use the standard exact ”de-](#_bookmark141)

from the quadratic equation *𝐴𝑘* + *𝛼𝑘*+1 = 2 *𝑘*

*𝐴𝑘*+1 = *𝐴𝑘* + *𝛼𝑘*+1 ,

sets *𝑦𝑘*+1 = *𝛼𝑘*+1 *𝑢𝑘* + *𝐴𝑘 𝑥𝑘*,

*𝐿𝑘𝛼𝑘*+1 , sets

scent Lemma” inequality in each step of the accelerated method.

The idea of universal methods turned out to be very productive and

sets *𝑢𝑘*+1 =

*𝐴𝑘*+1

*𝐴𝑘*+1

several extensions have been proposed in the literature, including uni- versal primal-dual methods ([Baimurzina et al., 2019](#_bookmark92)), universal method

argmin*𝑥*∈𝖷 *𝛼𝑘*+1 *𝑓* (*𝑦𝑘*+1) + *𝑓* ′(*𝑦𝑘*+1)*, 𝑥* − *𝑦𝑘*+1 + *𝑟*(*𝑥*) + *𝐷ℎ* (*𝑥, 𝑢𝑘*) *,*

sets *𝑥𝑘*+1 = *𝛼𝑘*+1 *𝑢𝑘*+1 + *𝐴𝑘 𝑥𝑘* , then it holds that *𝑓* (*𝑥𝑘*+1) ≤

*{ ( ⟨ ⟩ ) }*

*𝐴𝑘*+1

*𝐴𝑘*+1

for convex and non-convex optimization ([Ghadimi et al., 2019](#_bookmark183)), and a universal primal-dual hybrid of accelerated gradient method with con-

jugate gradient method using additional one-dimensional minimization

*𝑓* (*𝑦𝑘*+1) + *𝑓* ′(*𝑦𝑘*+1)*, 𝑥𝑘*+1 − *𝑦𝑘*+1

+ 2*𝑖𝑘* −1 *𝐿𝑘*

*𝑥𝑘*+1 − *𝑦𝑘*+1 2 + *𝜀𝛼𝑘*+1 .

([Nesterov et al., 2020](#_bookmark229)). The above-described method is not the only way

2

*⟨ ⟩ ‖*

Set *𝐿𝑘*+1 = 2*𝑖𝑘* −1 *𝐿𝑘* and go to the next iterate *𝑘*.

We first observe that for suﬃciently large *𝑖* , 2*𝑖* −1 *𝐿*

*𝑘*

*𝑘*

*𝑘*

*‖* 2*𝐴𝑘*+1

≥ *𝐿( 𝜀𝛼𝑘*+1 *)*, see

2*𝐴*

*𝑘*+1

to obtain adaptive and universal methods for smooth and non-smooth optimization problems. An alternative way which uses the norm of the current (sub)gradient to define the step-size was initiated probably by [Polyak (1987)](#_bookmark241) and became very popular in stochastic optimization for

machine learning after the paper [Duchi et al., 2011](#_bookmark177). On this avenue

[Nesterov (2015](#_bookmark225), p.396). This means that the process of finding *𝑖𝑘* is finite

since the condition which is checked for each *𝑖𝑘* is essentially [(6.21)](#_bookmark90) with

*𝛿 𝜀𝛼𝑘*+1 . The proof of convergence of (U-A-BPGM) follows essentially

=

2*𝐴𝑘*+1

it was possible to obtain for *𝜈* ∈ {0*,* 1} universal accelerated optimiza-

tion method ([Levy et al., 2018](#_bookmark194)) and universal methods for variational

inequalities and saddle-point problems ([Bach and Levy, 2019](#_bookmark138)).

* 1. *Connection between Accelerated method and Conditional Gradient*

In this subsection we describe how a variant of conditional gradient method can be obtained as a particular case of A-BPGM with inexact

means that the change of [(3.12)](#_bookmark31) to [(3.14)](#_bookmark33) with Δ = Ω2 leads to an addi- tive term Ω2 in the r.h.s. of [(6.5)](#_bookmark74):

*𝐴𝑘*+1

Ψ(*𝑥𝑘*+1) ≤ *𝐴𝑘* Ψ(*𝑥𝑘*) + *𝛼𝑘*+1 Ψ(*𝑢*) + 1 *𝐷* (*𝑢, 𝑢𝑘*) − 1 *𝐷* (*𝑢, 𝑢𝑘*+1) + Ω2 *, 𝑢* ∈ 𝖷*.*

*ℎ*

*ℎ*

Bregman Proximal step. We assume that *𝑓* is *𝐿𝑓* -smooth and for sim-

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1

(6.24)

plicity choose *ℎ* to be the squared Euclidean norm *ℎ*(*𝑥*) = 1 *𝑥* 2. Since

*‖ ‖*

2

*∑*

we consider a conditional gradient method, it is natural to assume that

≡

Multiplying both sides of the last inequality by *𝐴𝑘*+1 , summing these in-

the set 𝖷 is bounded with max*𝑥,𝑢*∈𝖷

*𝑘*=0

Ψ(*𝑥𝑁* ) ≤ *𝐴* Ψ(*𝑥*0) + (*𝐴*

*𝐷* (*𝑥, 𝑢*) ≤ Ω2 1 2

2 (𝖷). We fol-

equalities from *𝑘* = 0 to *𝑘* = *𝑁* − 1, and using that *𝐴𝑁* − *𝐴*0 =

*𝑁* −1 *𝛼𝑘*+1 ,

2 *‖*⋅*‖*

*ℎ*

low the idea of [Ben-Tal and Nemirovski, 2020](#_bookmark111), where the main obser-

2

Ω

2 1

we obtain

vation of is that the Prox-Mapping in A-BPGM can be calculated inex- *𝑁*

*𝐴*

actly by applying the generalized linear oracle given in [Definition 5.2](#_bookmark65).

0 *𝑁* 0 *ℎ*

*ℎ*

(6.25)

*|*

The idea is very similar to the conditional gradient sliding described in [Section 5.3.4](#_bookmark71) with the difference that here we implement an approx- imate Bregman Proximal step using only *one* step of the generalized

≥

– *𝐴* )Ψ(*𝑢*) + *𝐷* (*𝑢, 𝑢*0) − *𝐷* (*𝑢, 𝑢𝑁* ) + *𝑁* Ω2 *.*

Since *𝐴*0 = 0, we can choose *𝑢* = *𝑥*∗ ∈ argmin{*𝐷ℎ* (*𝑢, 𝑢*0) *𝑢* ∈ 𝖷∗}, so that, for all *𝑁* 1,

conditional gradient method. The resulting algorithm is listed below

Ψ(*𝑥𝑁* ) − Ψ

(𝖷) ≤ *𝐷ℎ* (*𝑥*∗*, 𝑢*0) + *𝑁* Ω2 ≤ Ω2

+ *𝑁* Ω2

with the only difference with A-BPGM being the change of the Breg-

P

man Proximal step *𝑢𝑘*+1 = ( *𝑘* ∇*𝑓* (*𝑦𝑘*+1)) to the step *𝑢𝑘*+1 =

G

min

*𝐴𝑁 𝐴𝑁*

2*𝐴 𝐴 ,*

𝖷*,𝛼*

≥

*𝑘*+1

*𝛼𝑘*+1 *𝑟 𝑢 , 𝛼𝑘*+1

*𝑟*(*𝛼𝑘*+1 ∇*𝑓* (*𝑦𝑘*+1)) given by generalized linear oracle.

which, given the lower bound *𝐴𝑁*

(*𝑁* +1)2 leads to the final result for

4*𝐿𝑓*

*𝑁 𝑁*

the convergence rate of this inexact A-BPGM implemented via general- ized linear oracle:

### Conditional Gradient Method by A-BPGM with Approximate Bregman Proximal Step

**Input:** pick *𝑥*0 = *𝑢*0 = *𝑦*0 ∈ dom(*𝑟*) ∩ 𝖷◦, set *𝐴*0 = 0

Ψ(*𝑥𝑁* ) − Ψmin

(𝖷) ≤ 2*𝐿𝑓* Ω2

(*𝑁* + 1)2

+ 4*𝐿𝑓* Ω2

*𝑁* + 1

*.*

**General step:** For *𝑘* = 0*,* 1*,* … do:

Find *𝛼𝑘*+1 from quadratic equation *𝐴𝑘* + *𝛼𝑘*+1 = *𝐿𝑓 𝛼*2

. Set

Thus, we obtain a variant of conditional gradient method with the

same convergence rate 1∕*𝑁* as for the standard conditional gradient

*𝐴𝑘*+1

= *𝐴𝑘*

+ *𝛼*

*𝑘*+1 .

*𝑘*+1

method. Using the same approach, but with U-A-BPGM as the basis

Set *𝑦𝑘*+1 = *𝛼𝑘*+1 *𝑢𝑘* + *𝐴𝑘 𝑥𝑘*.

method, one can obtain a universal version of conditional gradient

*𝐴𝑘*+1

*𝐴𝑘*+1

method ([Stonyakin et al., 2020](#_bookmark217)) for minimizing objectives with Hölder-

Set (Approximate Bregman proximal step by generalized linear oracle)

*{ ( )}*

*𝑢*G*𝑘*+1 = argmin*𝑥*∈𝖷 *𝛼𝑘*+1 *𝑓* (*𝑦𝑘*+1) + *⟨*∇*𝑓* (*𝑦𝑘*+1)*, 𝑥* − *𝑦𝑘*+1*⟩* + *𝑟*(*𝑥*) =

*𝑟*(*𝛼𝑘*+1 ∇*𝑓* (*𝑦𝑘*+1)).

continuous gradient. The bounds in this case a similar to the ones ob- tained in a more direct universal method in [Nesterov (2018a)](#_bookmark227). Similar

bounds were also recently obtained in [Zhao and Freund (2020)](#_bookmark249).

Set *𝑥𝑘*+1 = *𝛼𝑘*+1 *𝑢𝑘*+1 + *𝐴𝑘 𝑥𝑘* .

𝖷*,𝛼*

*𝑘*+1

*𝐴𝑘*+1

*𝐴𝑘*+1

### Conclusion

A-BPGM is in one simple change of the step for *𝑢𝑘*+1, to obtain the con- Since the difference between such conditional gradient method and

vergence rate of the former, it is suﬃcient to track, what changes such approximate Bregman Proximal step entails in the convergence rate proof for A-BPGM. In other words, we need to understand what hap- pens with the proof for A-BPGM if the Bregman Proximal step is made inexactly by applying the generalized linear oracle. The first important difference is that we need an inexact version of inequality [(3.12)](#_bookmark31), which was used in the convergence proof of A-BPGM and which the result of the exact Bregman Proximal step. To obtain its inexact version, let us denote

*( ⟨ ⟩ )*

*𝜑*(*𝑥*) = *𝛼𝑘*+1 *𝑓* (*𝑦𝑘*+1) + ∇*𝑓* (*𝑦𝑘*+1)*, 𝑥* − *𝑦𝑘*+1 + *𝑟*(*𝑥*) *.*

set 𝖷 to obtain *𝑢𝑘*+1. Thus, by the optimality condition, we have that Then generalized linear oracle actually minimizes this function on the there exists *𝜉* ∈ *𝜕𝜑*(*𝑢𝑘*+1) such that *𝜉, 𝑢𝑘*+1 − *𝑥* 0 for all *𝑥* ∈ 𝖷. Now

*⟨ ⟩*

≤

we remind that the Bregman Proximal step in A-BPGM minimizes

*𝜑*(*𝑥*) + *𝐷ℎ* (*𝑥, 𝑢𝑘*). These observations allow to estimate the inexactness

of the Bregman Proximal step implemented via generalized linear ora-

We close this survey, with a very important fact which Nesterov writes in the introduction of his important textbook ([Nesterov, 2018b](#_bookmark228)): *in general, optimization problems are unsolvable.* Convex programming stands out from this general fact, since it describes a significantly large class of model problems, with important practical applications, for which general solution techniques have been developed within the mathematical framework of interior-point techniques. However, mod- ern optimization problems are large-scale in nature, which renders these polynomial time methods impractical. First-order methods have become the gold standard in balancing cheap iterations with low solution accu- racy, and many theoretical and practical advances having been made in the last 20 years.

Despite the fact that convex optimization is approaching the state

of being a primitive similar to linear algebra techniques, we foresee that the development of first-order methods has not come to a halt yet. In connection with stochastic inputs, the combination of acceler- ation techniques with other performance boosting tricks, like variance reduction, incremental techniques, as well as distributed optimization, still promises to produce some new innovations. On the other hand,

cle. Indeed, for *𝑢𝑘*+1 = G

𝖷*,𝛼𝑘*+1 *𝑟*

(*𝛼𝑘*+1

∇*𝑓* (*𝑦𝑘*+1))

there is also still much room for improvement of algorithms for opti- mization problems which do not admit a prox-friendly geometry. Dis-

+ ∇*ℎ*(*𝑢𝑘*+1) − ∇*ℎ*(*𝑢𝑘*)*, 𝑢𝑘*+1 − *𝑥* ≤ ∇ (*𝑢𝑘*+1) − ∇*ℎ*(*𝑢𝑘*)*, 𝑢𝑘*+1 − *𝑥*

*⟨ ℎ*

*⟩*

*⟩*

*⟨𝜉*

= −*𝐷* (*𝑥, 𝑢𝑘*) + *𝐷* (*𝑥, 𝑢𝑘*+1) + *𝐷* (*𝑢𝑘*+1*, 𝑢𝑘*) ≤ Ω2 *,* (6.23)

tributed optimization, in particular in the context of federated learning

*ℎ ℎ ℎ*

max *𝐷* (*𝑥, 𝑢*) Ω2 . This inequality provides inexact version of the where we used three-point identity in [Lemma 3.3](#_bookmark30) and that optimality condition [(3.10)](#_bookmark28) in the problem min*𝑥*∈𝖷{*𝜑*(*𝑥*) + *𝐷ℎ* (*𝑥, 𝑢𝑘*)}, i.e. [(3.13)](#_bookmark32) with Δ = Ω2 . This in order leads to [(3.14)](#_bookmark33) with Δ = Ω2 , which is

*𝑥,𝑢*∈𝖷 *ℎ* 2

≤

the desired inexact version of [(3.12)](#_bookmark31).

Let us now see, how this affects the convergence rate proof of A- BPGM. Inequality [(3.12)](#_bookmark31) was used in the analysis only in [(6.5)](#_bookmark74). This

is now a very active area of research, see [Kairouz et al. (2021)](#_bookmark208) for a

recent review of federated learning and ([Gorbunov et al., d](#_bookmark190)) for a re- cent review of distributed optimization. Another important focus in the research in optimization methods is now on numerical methods for non- convex optimization motivated by training of deep neural networks, see [Danilova et al. (2020)](#_bookmark162); [Sun (2019)](#_bookmark226) for a recent review. A number of open questions remain in the theory of first-order methods for variational in- equalities and saddle-point problems, mainly in the case of variational inequalities with non-monotone operators. In particular, recently the

authors of ([Cohen et al., 2021](#_bookmark154)) observed a connection between extra- gradient methods for monotone variational inequalities and accelerated first-order methods. Thus, as we emphasize in this survey, new con- nections, that are still continuously being discovered between different methods and different formulations, can lead to new understanding and developments in this lively field of first-order methods.
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