*Electronic Notes in Theoretical Computer Science 57 (2001)*

*URL:* [*http://www.elsevier.nl/locate/entcs/volume57.html*](http://www.elsevier.nl/locate/entcs/volume57.html) *23 pages*

*Generic type-preserving traversal strategies Ralf Lammel* [*1*](#_bookmark0)

*CWI, Kruislaan 413, NL-1098 SJ Amsterdam*

*Vrije Universiteit, De Boelelaan 1081a, NL-1081 HV Amsterdam*

*Abstract*

*A typed model of strategic rewriting with coverage of generic traversals is de- veloped. The corresponding calculus o ers, for example, a strategy operator 2( ), which applies the argument strategy to all immediate subterms. To provide a ty- peful model for generic strategies, one has to identify signature-independent, that is, generic types. In the present article, we restrict ourselves to TP|the generic type of all T ype-Preserving strategies. TP is easily integrated into a standard many-sorted type system for rewriting. To inhabit TP, we need to introduce a (left-biased) type-driven choice operator & . The operator applies its left argu- ment (corresponding to a many-sorted strategy) if the type of the given term ts, and the operator resorts to the right argument (corresponding to a generic default) otherwise. This approach dictates that the semantics of strategy application must be type-dependent to a certain extent.*

*1 Introduction Strategic rewriting*

*Several frameworks for rewriting o er means to describe strategies (as op-* posed to frameworks which assume a xed built-in strategy for normalisa- tion/evaluation). Strategies are supported, for example, by the speci cation formalisms Maude [[14](#_bookmark36)[,7]](#_bookmark29) and ELAN [[3,4].](#_bookmark26) Also, the -calculus [[5]](#_bookmark27) is very sui- table for the de nition of strategies. The programming language Stratego [[20](#_bookmark42)] based on system S [[21](#_bookmark43)] is entirely devoted to strategic programming. The idea of rewriting strategies goes back to Paulson's work on higher-order implemen- tation of rewriting strategies [[18](#_bookmark40)]. Strategies are useful to describe evaluation and normalisation strategies, e.g., to control rewriting for some rewrite rules which are not con uent or terminating when considered as a standard rewrite system. Strategies are particularly useful for the speci cation of traversals.

*1 Email:* [*Ralf.Laemmel@cwi.nl*](mailto:Ralf.Laemmel@cwi.nl)

*c 2001 Published by Elsevier Science B. V. Open access under* [*CC BY-NC-ND license.*](http://creativecommons.org/licenses/by-nc-nd/3.0/)

b

g g

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAUCAYAAACNiR0NAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABVklEQVQ4ja3Vv27CMBAG8PPlouQVurUzUIaQSMk7JSNI7daClIzlnUClgBRUzzDyCCD85zpUqUQKalFi6Rs8+DdY9nfAzFCPlLKTZdlbkiQz3/cPAMAAwL7vH5IkmWVZ9ial7Fw6e7bRWjtFUQxd1z0hohFC2AqrIoSwiGhc1z0VRTHUWjsXwe12+xCG4aIO/JUoit53u939GaiUoiAIVohobgUR0QwGg6VSin7A8Xj8fCtUz2QyeWJmgLIs+0SkmoJEpDabzaNjrX1Zr9cBMwtouIwx5BhjXvf7/V1TjJnBWusIIlJaa2oKAgAQkRbwfQetLWwTAwBAItJtYUSksdvtypY87vV6nxhF0Qci2qYaInIYhstWH3ZZlv32v14b5RAEweqsHBrW1+JXfVVRSlGe56P/Fmye56OrBVsfAWmaTuM4nnued6wwz/OOcRzP0zSdXhsBXyfQrSKqJE2QAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAATCAYAAACQjC21AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABQ0lEQVQ4jb2UMW7CUAyG7ecZiY7PHKBLshaUc0RKtuQAhDP0CqUHgC0ZOAdJVtiYgW5Eysx77lIkSAEVEtXSP3jwJ3vwByICzeR5PorjeOa67oqIjgAgACBEdHRddxXH8awoiuG12YumrutekiRTRLRKKXMCNaOUMohoJ5PJR13XvavAoiiGzLy7BbkVZt6WZfl2ATwcDi/MvL231b1tB4PBtqqqvogAWGsxCIIMEe2jsFMQ0YZhmFprEdI0DZ8FNZNlWUAA8L7ZbF5FREGLIiIjIgq01vuuNmTmHf40nVWrM/8HqLX+6grGzHvled6SiExbGBEZz/OWyvf9hTGG2gKNMeT7/qL7TxERqKqq39kvn9tGa/2Ubc7d+MuH4/H48w8+PCKiTZJketOHTWNHUTR3HGfdNLbjOOsoiuZ5no+uzX4DfaCVikF4k8IAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAATCAYAAACQjC21AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABVklEQVQ4jb2UMW7CUAyG7ecZiY7v5QBdkrWgnCMibMkBCGfoFUoPAFtSiXOQsMLGWqAbkTLz7C6lghRQS1At/YMHf7IHfyAiUE+e5904jsee5y2IaA8AAgBCRHvP8xZxHI+Louicmz1pqqpqJUkyQkRWStkDqB6llEVEHg6HL1VVtc4Ci6LoGGM2lyCXYoxZz+fzpxNgWZZtx3HW17a6tq3jOO9lWbZFBICZMQzDDBH5r7BDEJH7/X7KzAhpmvZvBdWTZVlIAPC8Wq0eRURBgyIiKyIKtNbbe21ojNngV3O3anTm/wC11h/3ghljtsr3/RkR2aYwIrK+789UEARTay01BVprKQiCKTAz9nq9t6afEoZhxswIIgK73e7BGNPkl9ffv3xsG631TbY5duMPHw4Gg9df+HCPiJwkyeiiD+vGjqJo4rrusm5s13WXURRN8jzvnpv9BInKlYj6rTB2AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYElEQVQ4jb2UMWuDUBSF73sPMxTUpZBu6ZKMRdBR0C39LU2XBJ36DxLaRf0tOoUM7dIUAm6lQ9ziEkgCDsIzt0NrUTHQVtsDZ3g87sd7cM8BRISq4zju2rY9NU1zLsvyDgAwtyzLO9M057ZtT+M47tbNlw6cc+a67kgUxQMh5EgIORaBufM7URQPnufdcM5ZLTSKop6iKKt8qA5WBwcAVBRlFUVRrwRN07SjadqSUpp9B1Y1pTTTNO05TdPOF3Q8Hj/8Blb1ZDK5R0SAIAiGbQBzB0EwZIIg3IVheIWIFBqKMZYJgsBZkiSz7XZ73hQIAICINEmSMwIfz25Vjb/8f9B+v//WJnAwGLxSXdcfP5e+sSilR13Xn8D3/WtoeU//JlF59lVVfWmY/WUp+4gI6/X6stWWKvap4zi3P+lT13VHJ/u06M1mc2FZ1swwjIUkSfsiUJKkvWEYC8uyZqea/x2EgK1HfldxXgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABXElEQVQ4jb2Uv2qDUBSHzz1ihhJvlkIyZjFjDZhRolseJhkS0KlvkEA76MM49Q+0S1tocCsdHHURkhQHqfF0aC0mtRCq6YFvuFzOx71wzg+ICPYJw7BtWdbcMIyrVqu1AgDK4ZyvdF2/tixrHoZhu6x/55CmqeA4zliSpA1jLGOMZUVhTn4nSdLGcZxxmqZCqdT3/a6iKMu8qUxWJgcA6vf7z77vd3ekSZI0VFV9QsTtIbJ9EHE7GAwekiRpfEun0+nlX2T7zGazCyICcF13VIcwx3XdkSCK4rnneWdEhFCxEDETRfFdiON4EUXRaVUhAAARsTiOTxh8PrvWqvzl/5PKsvxap7DX672gpml3X0NfuRAx0zTt/ihzepyNqnH3H3d2v2pKKYqy/JFSxTy1bXvSbDbfDs1T27Ynv+ZpkSAIOqZpLnRdv+Gcr4tCzvl6OBzemqa5CIKgU9b/AQKmrSDEiFNVAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABXElEQVQ4jb2Uv2vCQBTH390Rh5KcS0FHFzM2go7BuPnH6JBAMvkfKLRD8sdk6g9ol7ZQcSsdMiZLQC0ZAmdehzYl2hSkiX3wGY7jfbiD976AiHBIFEUtx3Hmo9HoutlsrgEAczjna8MwbhzHmUdR1Crr3zsIIZjneRNFUbaEkIwQkhWFOfmdoihbz/MmQghWKg2CoKNp2jJvKpOVyQEAe73eSxAEnT1pmqaNfr//TCndHSM7hFK6GwwGj2maNr6lpmle/UV2iGVZl4gI4Pv+uA5hju/7YyZJ0my1Wl0gIoWKxRjbSZIkWJIkiziOz6sKAQAQkSZJckbg89m1VuUv/5+02+2+1SlUVfWV6rp+/zX0lYtSmum6/nCSOT3NRtW4+097u181pTRNW/5IqWKeuq47lWX5/dg8dV13+mueFgnDsG3b9sIwjFvO+aYo5JxvhsPhnW3bizAM22X9HxJXrSQRrawNAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABWklEQVQ4jb2UMWuDUBSF77tihoK6FNItXZKxCDoKuuW/NF0SdMo/iLSL+l+cQoZ2aQoBt9IhbnEJJAEHqfF2aC0qBtpqeuAMj8f9eA/uOUBEUHUURV3LsmaGYcwlSdoBAOWWJGlnGMbcsqxZFEXduvnSIU1TznXdkSAIB8ZYxhjLisDc+Z0gCAfP827TNOVqoWEY9mRZXuVDdbA6OACQLMurMAx7JWiSJB1VVZeIePwJrGpEPKqq+pwkSecbOh6PH/4Cq3oymdwTEYDv+8M2gLl93x9yPM9PgyC4ISKEhkLEjOf5dy6OY3u73V42BQIAEBGL4/iCweezW1XjL/8ftN/vv7UJHAwGr6hp2uPX0jcWImaapj2dZU/Pk6g8+4qivDTM/rKUfSKC9Xp93WpLFfvUcZy73/Sp67qjk31a9GazuTJN09Z1fSGK4r4IFEVxr+v6wjRN+1TzfwB4ya1FnBCFEAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABXklEQVQ4jb2UP0vDQBjG37sjHaS5LoIdu7SjCbRjaLrV79IODaST38CCDsl3aSb/gC4qWLqJQ8brEugfbghc+zpoJKkRiom+8AzH8fy4g/d5ABFhX0KIuuu6E9u2bzjnSwDARLVabdnr9a7H4/HFYrE4yfNnDkop5vv+QNf1NSFkRwjZpYGJkjtd19e+7w+UUiwXGoZhwzCMWWLKg+XBAQBN03wJw7CRgcZxXGm328+U0u0hsH1RSredTucxjuPKF3Q0Gl39BrYvx3EuEREgCIJ+GcBEQRD0maZp5/P5/BQRKRQcxthW0zTFpJSTKIqOiwIBABCRSimPCHw8u9Qp/OX/gzabzbcyga1W65ValnX/ufSFh1K6syzrAabT6RmUvKd/k6gSs/+UyX7RljIMY/atpdJ96nnesFqtbg7tU8/zhj/2aV7zd7vdO875Kg3knK9s2751XXcihKjn+d8B9N6tHohp3moAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABV0lEQVQ4jb2UP2uDUBTF77tihhKfS6EZs5ixCjpKzJYPkwwJmKnfoEI76Idx6h9ol7bQ4FY6OOoiJCkOUuPt0FqS1EKophfO8HicH+/BPQeICHYVRVHHtm3HsqxrzvkCAKiULMuLwWBwNZvNzuM4Pqnybx3yPBc8zxtJkrRijBWMsWITWKq8kyRp5XneKM9zoRIahmFXVdV5aaqCVcEBgDRNew7DsLsFzbKspev6EyKu94HtChHXhmE8ZFnW+oZOJpPLv8B2NZ1OL4gIwPf9YRPAUr7vDwVRFM+CIDglIoSag4iFKIrvQpqmTpIkx3WBAABExNI0PWLw+exGp/aX/w+qKMprk8Ber/eCpmnefS197UHEwjTN+4Ps6WES1WD2H7eyX7elVFWd/2ipzT51XXfcbrff9u1T13XHv/ZpVfP3+/1bzvlyE8g5X1qWdWPbthNFUafK/wHpJ60c/7cmeAAAAABJRU5ErkJggg==)

f

h

5

3 c c

(II)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAUCAYAAACJfM0wAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABiUlEQVQ4ja3UMUgCURjA8Xf3VMIjEBLPysXbjjByaAjcQidpchEcWhqahKShdgUhocnBxSFoaZKm4rYDB4fkEG6z5dAuEg7kQqp775oOzOv0vavhvz1+w+P7PmDbNiBNkqRDhmEwAMB2GgwGO4qi7C6+JUZ1Xed5ntfn0fkWcSIUIcRms9lHL9RpPB5vUsHVavVyFepkmiZHBMuynIEQWqQwAMBeCU8mk41EIqHRoCzLIkEQhp4oxpjJ5/P3NOiPvOBGo3HmG/WCe73efjAY/PxX2DCMSDKZfP4LWiwWb13/WigU7vyC6XT6SZbljGsqms3mqR8wGo2+tVqtE8uyoGtB+v3+XigU+qABIYRWuVy+Ngwj8uutmE6n6/F4/IUGzeVyD6qqil5TBTDGTCqVUkhBQRCGnU7nCGPMLFsu0G63j0lAjuPMWq12MZvN1kjuCwiHw++r0FKpdDMajbZobjdYBoqiqHa73QMacCkci8Ve6/X6OUKI9YO64EAg8FWpVK40Tdv2Czp9A4/JWx4JhMfIAAAAAElFTkSuQmCC)

(I)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAYCAYAAADKx8xXAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABMklEQVQ4jb2PQW6CQBiFX8c4eAIiBCJ30BRxpwcz4WDtsmLSnqENpEPCBXAM5nXRQBQGoS46ySxm/vfNfA8AWG8hxCWO431VVROSIImqqiZxHO+FEJfrLFoHAuBut3vJ83yulHK22+2rKfNU0+1l23YBAEVR2KY5HMdRphfvbdd1v0UURQfji3dWFEWH/wdRluVsOp2eMbKflFKXZTkDSYRhmIwF1+v1gSRE8/VfNIHHQZBEmqb+WNUsyzySvyBJeJ6XDUG+76d1XnQUxmjWHR8BG9UkScIh1ePx+FznG1BrLS3LOvVBlmWdtNay01FKeV4ulx99mqvV6l1Kee50HOrZnt2Am83mrQ/szGpnklBKOX0d8zyfX2dvQJJYLBZfbSgIgs927ka1r6fprgOaeprAHzWTIg7+JZUKAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAUCAYAAACJfM0wAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABnElEQVQ4jbXUQUjCUBgH8KczDA0aQ0aH2PAU7JTHQugyOniybhPs2Cm0awQeQjxK4cmjQXXSTh2GF2GItzwNPMWmB40YG1gYbO51GozHc26rHvwvH2+/weP7PgAhBGhUVWUAANCddrt9iru7KtiiJElZFCZJUlcUhfULRwHmqKrKojXDMEhBEJ5M09zAfYMeLDwejxlcfTAYHFQqlRs/MIAQAtu2I4ZhbI9Go71er3eUy+VeAPIU7oiieLz2jVmWVeLx+LcXhIam6ffpdLrjCQcB3eF5vrtcLqN/DgMAYK1Wu/oXmCAIq9/vH2LhQqHw8BucYRhV0zQKOyCSJGUzmcxrWDyfzz/bth3BTp5lWUSz2TxPpVIfYfBGo3HhOdK6rpPlcvmWIAgrCByLxczhcLjvuSsghECWZY7n+W4QnKIobT6fb3nCzkR2Op2TdDr95hcvFov3a2Eni8Vis1qtXicSiS8/eKvVOvO9XyGEYDKZ7AqC8LgOTiaTn4Fg977mOE72/EEY2GnPer1+ubI9w8JOZrMZXSqV7tD2/AEaGhtSPWCUxAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAASCAYAAACw50UTAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABlElEQVQ4jWP4//8/Awz/+/ePkYWF5TcDA8N/GI6MjFz269cvVmR1xGIMAQkJiefIhjMwMPz39fXd9P37dw6KDdfV1b2EbjgDA8N/R0fHfZ8+feKlyHAnJ6e92AxnYGD4b25ufuLt27dCxBrOxIAGREVFX6OLwcDJkyfNHRwcDrx48UIClxoUALPl/v37CjNmzEjX0NC4jsvlMKyionL74cOHcgSDpaCgoJ8YA9GxrKzso5s3b6rhNZxUQ5GxmJjYywsXLujTxHAGBob/AgIC748dO2ZJE8MZGBj+c3Nzf9mzZ48zhuGamprXqGEBKyvrrw0bNvijGP7v3z/GkydPmmVmZk6j1AJmZuY/s2fPTsGaib5//86xatWqUC8vr61MTEx/ybGAkZHxX2Bg4DqsORSGnz17JtnV1VWqra19hRxLOjs7ywhm4X///jGePn3aJDs7e4qQkNBbkiwhpSD68eMH+5o1a4J9fHw2MzMz/6Gq4cj4xYsX4r29vUWSkpLPqG44crAdP37cPC8vb6KIiMhrZMMB/tgBDLbLLnsAAAAASUVORK5CYII=)

(III)

(IV)

b b **true** [3,5]

g g

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABY0lEQVQ4jb2Uv2uDQBTH391hhhIvSyEZs5ixBuIo0S39X5IhAZ36H0RoB/1f4tQf0C5tocGtdHDUJZCkOEhNXofWotZCqLYPPsNxvA938N4XEBGKhGHYNk1zruv6ZavVWgMApnDO15qmXZmmOQ/DsF3WnzskScIcxxmLorglhOwJIfusMCW9E0Vx6zjOOEkSVir1fb8ry/IybSqTlckBAPv9/pPv+92cNI7jxmAweKSU7g6RFaGU7hRFuY/juPElnU6nF7+RFZnNZueICOC67qgOYYrruiMmCMKZ53kniEihYlFK94IgvLEoiqzVanVcVQgAgIgkiqIjAh/PrrUqf/n/pJIkvdQp7PV6z1RV1dvPoa9cjLGdqqp3sFgsTqHmOf2bjapx9x9yu181pWRZXn5LqWye2rY9aTabr4fmqW3bkx/zNEsQBB3DMCxN064555uskHO+GQ6HN4ZhWEEQdMr63wECuK0gbQGdkwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABcElEQVQ4jbWUMW7CMBSG34urKMkAjIahQzlDlK0nCOmCzdbeo9ApOQhshS6k3IANcYWwIBXGJAOlqoLdhVQhpFJFwpP+wU96n2zL/kBKCfnEcVzzPK/f6XTem83mBgBkmlar9eE4ju95Xj+O41rR/FljOp0+UEo3ACAVRUmywDRpn1K68X3f+RMahmGDMTY5Dh2KYAXwAwBIzvk4DMPGCVQIgZzzMSKK/8DyQUTR6/VehRD4Cx0Oh0+XwPIZjUaPUkqAIAjahmHsLt1ldreGYexWq9UdUVX1eT6f30spEcoVJklyo6rqNyGEvKzX61sAKAsFRARCyAE0Tdvnj1Imuq5/4nFRaSlVAwEAFE3TvqoE6rq+V0zTXCJiJVeAiNI0zaViWdaiCmBalmUtKn/8QRC0r/NNU6EwxiZlhMI5H58IJVVft9t9gwvUxxibnKnvapLOJoqiuuu6A9u2Z5TSbRZIKd3atj1zXXcQRVG9aP4HbKrHMn+jXAYAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABcElEQVQ4jbWUMW7CMBSG34urKMkAjIahQzlDlK0nCOmCzdbeo9ApOQhshS6k3IANcYWwIBXGJAOlqoLdhVQhpFJFwpP+wU96n2zL/kBKCfnEcVzzPK/f6XTem83mBgBkmlar9eE4ju95Xj+O41rR/FljOp0+UEo3ACAVRUmywDRpn1K68X3f+RMahmGDMTY5Dh2KYAXwAwBIzvk4DMPGCVQIgZzzMSKK/8DyQUTR6/VehRD4Cx0Oh0+XwPIZjUaPUkqAIAjahmHsLt1ldreGYexWq9UdUVX1eT6f30spEcoVJklyo6rqNyGEvKzX61sAKAsFRARCyAE0Tdvnj1Imuq5/4nFRaSlVAwEAFE3TvqoE6rq+V0zTXCJiJVeAiNI0zaViWdaiCmBalmUtKn/8QRC0r/NNU6EwxiZlhMI5H58IJVVft9t9gwvUxxibnKnvapLOJoqiuuu6A9u2Z5TSbRZIKd3atj1zXXcQRVG9aP4HbKrHMn+jXAYAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYklEQVQ4jb2Uv0vDQBTH392RDtJcF6Edu6SjKbRjaLrV/6UdGkgm/4MGdEj+l2byB+iigqWbOGRMlkJ/kCFw6XPQSFIjFBN98BmO4324g/e+gIhwSBiGTcuyZsPh8LrRaKwBAFM452td128sy5qFYdgs6s8dhBDMdd2xLMtbQsieELLPClPSO1mWt67rjoUQrFDq+35bVdVF2lQkK5IDAHa73Rff99s5aRzHtV6v90wpTY6RHUIpTfr9/mMcx7Uv6XQ6vfqN7BDDMC4REcDzvFEVwhTP80ZMkqSL5XJ5hogUShZjLJEkSbAoiuzVanVaVggAgIg0iqITAh/PrrRKf/n/pIqivFUp7HQ6r1TTtPvPoS9dlNK9pmkPMJ/Pz6HiOf2bjapw959yu182pVRVXXxLqWyeOo4zqdfru2Pz1HGcyY95miUIgpZpmrau67ec801WyDnfDAaDO9M07SAIWkX97w5drSLISEQ4AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABfElEQVQ4jbWVMW7CMBSG34urKMlAGU2GDuUMUbaeIHUXYrb2HohOUe4BW0MXDDdgQ1whLEjAGDLQVlWIu5AqBFARSZ/0D36SP9mW/RmklFBMHMc13/c7jDFhmuYSAGQW0zSXjDHh+34njuPaqflHDSEEo5SuAEAqipLkgVmyfqPRWI1Go8ez0CiK6pzzYD9pdwp2Ar4DAMk5D6Ioqh9A0zRFznmAiOklsGIQMW23229pmuIvtNfrvVwDK6bf7z9LKQHCMGwahrG9dpX51RqGsZ3P5/dEVdXOZDJ5kFIilCtMkuRGVdVvQgh5XSwWdwBQFgqICISQHWia9lncSpnouv6B+0GlpVQNBABQNE37qhKo6/qnYlnWDBErOQJElJZlzRTbtqdVALOybXta+eUPw7D5P880E4rruoMyQuGcBwdCydTXarXe4Qr1ua47OFJfPsPh8OlSSVNKV0II9qf5pZSw2WxuPc/rOo4zppSu80BK6dpxnLHned1z38kP13/HRYcreuUAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYklEQVQ4jb2Uv0vDQBTH392RDtJcF6Edu6SjKbRjaLrV/6UdGkgm/4MGdEj+l2byB+iigqWbOGRMlkJ/kCFw6XPQSFIjFBN98BmO4324g/e+gIhwSBiGTcuyZsPh8LrRaKwBAFM452td128sy5qFYdgs6s8dhBDMdd2xLMtbQsieELLPClPSO1mWt67rjoUQrFDq+35bVdVF2lQkK5IDAHa73Rff99s5aRzHtV6v90wpTY6RHUIpTfr9/mMcx7Uv6XQ6vfqN7BDDMC4REcDzvFEVwhTP80ZMkqSL5XJ5hogUShZjLJEkSbAoiuzVanVaVggAgIg0iqITAh/PrrRKf/n/pIqivFUp7HQ6r1TTtPvPoS9dlNK9pmkPMJ/Pz6HiOf2bjapw959yu182pVRVXXxLqWyeOo4zqdfru2Pz1HGcyY95miUIgpZpmrau67ec801WyDnfDAaDO9M07SAIWkX97w5drSLISEQ4AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABfUlEQVQ4jbWVsW6CQBjHv49rCDBYx5OhQ30GwtYnoHTxzq19D2sn9D10q3YRfQM34yvgYqKOyGBtGrzrIo0ito3QL/kPd8n3u+8I/AApJaQTRVGp1Wo9u67rm6a5AACZxDTNheu6frvdbkRRVMrqP9kYDAYPlNIlAEhFUeJDYJJkv1KpLIfD4f1ZaBiGZcZYf9+0y4JlwHcAIDnnvTAMy0dQIQRyznuIKP4CSwcRRb1efxVC4De00+k8XQJLp9vtPkopAYIgqBqGsbl0ysNpDcPYzGazW6KqamM8Ht9JKRHyFcZxfKWq6ichhLzM5/MbAMgLBUQEQsgONE3bpq+SJ7quv+N+UWgpRQMBABRN0z6KBOq6vlUsy5oiYiGPABGlZVlTxbbtSRHApGzbnhT+8gdBUP2fzzQRCmOsn0conPPekVAS9dVqtTe4QH2Msf6J+jIkvdo3/ShpSunS9333V/NLKWG9Xl97ntd0HGeUHJCEUrpyHGfkeV7z3O/kC7Klx0AARuFTAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYElEQVQ4jb2UMWuDUBSF73sPMxTUpZBu6ZKMRdBR0C39LU2XBJ36DxLaRf0tOoUM7dIUAm6lQ9ziEkgCDsIzt0NrUTHQVtsDZ3g87sd7cM8BRISq4zju2rY9NU1zLsvyDgAwtyzLO9M057ZtT+M47tbNlw6cc+a67kgUxQMh5EgIORaBufM7URQPnufdcM5ZLTSKop6iKKt8qA5WBwcAVBRlFUVRrwRN07SjadqSUpp9B1Y1pTTTNO05TdPOF3Q8Hj/8Blb1ZDK5R0SAIAiGbQBzB0EwZIIg3IVheIWIFBqKMZYJgsBZkiSz7XZ73hQIAICINEmSMwIfz25Vjb/8f9B+v//WJnAwGLxSXdcfP5e+sSilR13Xn8D3/WtoeU//JlF59lVVfWmY/WUp+4gI6/X6stWWKvap4zi3P+lT13VHJ/u06M1mc2FZ1swwjIUkSfsiUJKkvWEYC8uyZqea/x2EgK1HfldxXgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABXElEQVQ4jb2Uv2qDUBSHzz1ihhJvlkIyZjFjDZhRolseJhkS0KlvkEA76MM49Q+0S1tocCsdHHURkhQHqfF0aC0mtRCq6YFvuFzOx71wzg+ICPYJw7BtWdbcMIyrVqu1AgDK4ZyvdF2/tixrHoZhu6x/55CmqeA4zliSpA1jLGOMZUVhTn4nSdLGcZxxmqZCqdT3/a6iKMu8qUxWJgcA6vf7z77vd3ekSZI0VFV9QsTtIbJ9EHE7GAwekiRpfEun0+nlX2T7zGazCyICcF13VIcwx3XdkSCK4rnneWdEhFCxEDETRfFdiON4EUXRaVUhAAARsTiOTxh8PrvWqvzl/5PKsvxap7DX672gpml3X0NfuRAx0zTt/ihzepyNqnH3H3d2v2pKKYqy/JFSxTy1bXvSbDbfDs1T27Ynv+ZpkSAIOqZpLnRdv+Gcr4tCzvl6OBzemqa5CIKgU9b/AQKmrSDEiFNVAAAAAElFTkSuQmCC)

f

h

6

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABfElEQVQ4jbWVMW7CMBSG34urKMlAGU2GDuUMUbaeIHUXYrb2HohOUe4BW0MXDDdgQ1whLEjAGDLQVlWIu5AqBFARSZ/0D36SP9mW/RmklFBMHMc13/c7jDFhmuYSAGQW0zSXjDHh+34njuPaqflHDSEEo5SuAEAqipLkgVmyfqPRWI1Go8ez0CiK6pzzYD9pdwp2Ar4DAMk5D6Ioqh9A0zRFznmAiOklsGIQMW23229pmuIvtNfrvVwDK6bf7z9LKQHCMGwahrG9dpX51RqGsZ3P5/dEVdXOZDJ5kFIilCtMkuRGVdVvQgh5XSwWdwBQFgqICISQHWia9lncSpnouv6B+0GlpVQNBABQNE37qhKo6/qnYlnWDBErOQJElJZlzRTbtqdVALOybXta+eUPw7D5P880E4rruoMyQuGcBwdCydTXarXe4Qr1ua47OFJfPsPh8OlSSVNKV0II9qf5pZSw2WxuPc/rOo4zppSu80BK6dpxnLHned1z38kP13/HRYcreuUAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYklEQVQ4jb2Uv0vDQBTH392RDtJcF6Edu6SjKbRjaLrV/6UdGkgm/4MGdEj+l2byB+iigqWbOGRMlkJ/kCFw6XPQSFIjFBN98BmO4324g/e+gIhwSBiGTcuyZsPh8LrRaKwBAFM452td128sy5qFYdgs6s8dhBDMdd2xLMtbQsieELLPClPSO1mWt67rjoUQrFDq+35bVdVF2lQkK5IDAHa73Rff99s5aRzHtV6v90wpTY6RHUIpTfr9/mMcx7Uv6XQ6vfqN7BDDMC4REcDzvFEVwhTP80ZMkqSL5XJ5hogUShZjLJEkSbAoiuzVanVaVggAgIg0iqITAh/PrrRKf/n/pIqivFUp7HQ6r1TTtPvPoS9dlNK9pmkPMJ/Pz6HiOf2bjapw959yu182pVRVXXxLqWyeOo4zqdfru2Pz1HGcyY95miUIgpZpmrau67ec801WyDnfDAaDO9M07SAIWkX97w5drSLISEQ4AAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABcElEQVQ4jbWUMW7CMBSG34urKMkAjIahQzlDlK0nCOmCzdbeo9ApOQhshS6k3IANcYWwIBXGJAOlqoLdhVQhpFJFwpP+wU96n2zL/kBKCfnEcVzzPK/f6XTem83mBgBkmlar9eE4ju95Xj+O41rR/FljOp0+UEo3ACAVRUmywDRpn1K68X3f+RMahmGDMTY5Dh2KYAXwAwBIzvk4DMPGCVQIgZzzMSKK/8DyQUTR6/VehRD4Cx0Oh0+XwPIZjUaPUkqAIAjahmHsLt1ldreGYexWq9UdUVX1eT6f30spEcoVJklyo6rqNyGEvKzX61sAKAsFRARCyAE0Tdvnj1Imuq5/4nFRaSlVAwEAFE3TvqoE6rq+V0zTXCJiJVeAiNI0zaViWdaiCmBalmUtKn/8QRC0r/NNU6EwxiZlhMI5H58IJVVft9t9gwvUxxibnKnvapLOJoqiuuu6A9u2Z5TSbRZIKd3atj1zXXcQRVG9aP4HbKrHMn+jXAYAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYElEQVQ4jb2UMWuDUBSF73sPMxTUpZBu6ZKMRdBR0C39LU2XBJ36DxLaRf0tOoUM7dIUAm6lQ9ziEkgCDsIzt0NrUTHQVtsDZ3g87sd7cM8BRISq4zju2rY9NU1zLsvyDgAwtyzLO9M057ZtT+M47tbNlw6cc+a67kgUxQMh5EgIORaBufM7URQPnufdcM5ZLTSKop6iKKt8qA5WBwcAVBRlFUVRrwRN07SjadqSUpp9B1Y1pTTTNO05TdPOF3Q8Hj/8Blb1ZDK5R0SAIAiGbQBzB0EwZIIg3IVheIWIFBqKMZYJgsBZkiSz7XZ73hQIAICINEmSMwIfz25Vjb/8f9B+v//WJnAwGLxSXdcfP5e+sSilR13Xn8D3/WtoeU//JlF59lVVfWmY/WUp+4gI6/X6stWWKvap4zi3P+lT13VHJ/u06M1mc2FZ1swwjIUkSfsiUJKkvWEYC8uyZqea/x2EgK1HfldxXgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABc0lEQVQ4jbWUMW7CMBSG34urKMkAjFaGDuUMUbaeIHIXYrb2Hi2dAveAraELFjdgQ1whLEjAmGSgVBXYXUgVQipVJH3SN/hJ75Nt2T8opaBImqaNwWDwzBgTtm2vAUBl2La9ZoyJfr//kqZpo2z+oiGEYJTSDQAoTdMOeWFG1qeUboQQ7FdpHMctznl4GjqWyUrkRwBQnPMwjuPWmVRKiZzzEBHlX2RFEFF2u903KSX+SIfD4dM1siKj0ehRKQUQRVHbsqzdtbvM79ayrN1yubwjuq4/z2aze6UUQrXCw+Fwo+v6FyGEvK5Wq1sAqCoFRARCyBEMw9gXj1IF0zQ/8LSotbS6hQAAmmEYn3UKTdPca47jLBCxlitAROU4zkJzXXdehzAr13XntT/+KIra//NNs0DxfX9cJVA45+FZoGTR1+l03uGK6PN9f3wRfXkmk8lDbSGdJ0mSZhAEPc/zppTSbV5IKd16njcNgqCXJEmzbP4brCrHPI/2uL0AAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAATCAYAAACQjC21AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABQ0lEQVQ4jb2UMW7CUAyG7ecZiY7PHKBLshaUc0RKtuQAhDP0CqUHgC0ZOAdJVtiYgW5Eysx77lIkSAEVEtXSP3jwJ3vwByICzeR5PorjeOa67oqIjgAgACBEdHRddxXH8awoiuG12YumrutekiRTRLRKKXMCNaOUMohoJ5PJR13XvavAoiiGzLy7BbkVZt6WZfl2ATwcDi/MvL231b1tB4PBtqqqvogAWGsxCIIMEe2jsFMQ0YZhmFprEdI0DZ8FNZNlWUAA8L7ZbF5FREGLIiIjIgq01vuuNmTmHf40nVWrM/8HqLX+6grGzHvled6SiExbGBEZz/OWyvf9hTGG2gKNMeT7/qL7TxERqKqq39kvn9tGa/2Ubc7d+MuH4/H48w8+PCKiTZJketOHTWNHUTR3HGfdNLbjOOsoiuZ5no+uzX4DfaCVikF4k8IAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABWklEQVQ4jb2UMWuDUBSF77tihoK6FNItXZKxCDoKuuW/NF0SdMo/iLSL+l+cQoZ2aQoBt9IhbnEJJAEHqfF2aC0qBtpqeuAMj8f9eA/uOUBEUHUURV3LsmaGYcwlSdoBAOWWJGlnGMbcsqxZFEXduvnSIU1TznXdkSAIB8ZYxhjLisDc+Z0gCAfP827TNOVqoWEY9mRZXuVDdbA6OACQLMurMAx7JWiSJB1VVZeIePwJrGpEPKqq+pwkSecbOh6PH/4Cq3oymdwTEYDv+8M2gLl93x9yPM9PgyC4ISKEhkLEjOf5dy6OY3u73V42BQIAEBGL4/iCweezW1XjL/8ftN/vv7UJHAwGr6hp2uPX0jcWImaapj2dZU/Pk6g8+4qivDTM/rKUfSKC9Xp93WpLFfvUcZy73/Sp67qjk31a9GazuTJN09Z1fSGK4r4IFEVxr+v6wjRN+1TzfwB4ya1FnBCFEAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATCAYAAAB/TkaLAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYElEQVQ4jb2UMWuDUBSF73sPMxTUpZBu6WLGIugo6Jb+lqaLolP/QaRd1N8Sp5ChXZpCIFvpELe4CEnAQWJyO7QWIwbaanvgDI/H/XgP7jmAiFB1HMddx3FGhmFMRFFcAwAWFkVxbRjGxHGcURzH3br5o0Oe58z3/SHP81tCyIEQcigDCxd3PM9vgyC4yfOc1UKjKOrJsjwvhupgdXAAQFmW51EU9Y6gWZZ1VFWdUUr334FVTSndq6r6nGVZ5wtqmubDb2BVW5Z1j4gAYRgO2gAWDsNwwDiOu1ssFleISKGhKKUHjuN2LE1TN0mS86ZAAABEJGmanhH4eHaravzl/4NKkvTWJrDf779STdMeP5e+sRhje03TnmA8Hl9Dy3v6N4kqsq8oykvD7M+Oso+IsFwuL1ttqXKfep53+5M+9X1/eLJPy16tVhe2bbu6rk8FQdiUgYIgbHRdn9q27Z5q/nd4261FyAjTbgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAUCAYAAABiS3YzAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABfElEQVQ4jbWVMW7CMBSG34urKMlAGU2GDuUMUbaeIHUXYrb2HohOUe4BW0MXDDdgQ1whLEjAGDLQVlWIu5AqBFARSZ/0D36SP9mW/RmklFBMHMc13/c7jDFhmuYSAGQW0zSXjDHh+34njuPaqflHDSEEo5SuAEAqipLkgVmyfqPRWI1Go8ez0CiK6pzzYD9pdwp2Ar4DAMk5D6Ioqh9A0zRFznmAiOklsGIQMW23229pmuIvtNfrvVwDK6bf7z9LKQHCMGwahrG9dpX51RqGsZ3P5/dEVdXOZDJ5kFIilCtMkuRGVdVvQgh5XSwWdwBQFgqICISQHWia9lncSpnouv6B+0GlpVQNBABQNE37qhKo6/qnYlnWDBErOQJElJZlzRTbtqdVALOybXta+eUPw7D5P880E4rruoMyQuGcBwdCydTXarXe4Qr1ua47OFJfPsPh8OlSSVNKV0II9qf5pZSw2WxuPc/rOo4zppSu80BK6dpxnLHned1z38kP13/HRYcreuUAAAAASUVORK5CYII=)

f

g

h

g’

5

4 c c 3 c c

*Figure 1. Illustration of generic traversals*

*To describe traversals in standard rewriting (without extra support for traver-* sals), one has to resort to auxiliary function symbols, and rewrite rules have to be used to perform the actual traversal for the signature at hand (usually one rewrite rule per term constructor). Generic traversal primitives support an important dimension of genericity in programming. In [[19](#_bookmark41)], for example, generic traversal strategies are used for language implementation: Algorithms for free variable collection, substitution, uni cation and others are de ned in a generic, that is, language-independent manner by suitably parameterised generic traversals.

*Examples of generic traversals*

*In Figure* [*1,*](#_bookmark1) *four examples (I){(IV) of intentionally generic traversals are* illustrated. In (I), all naturals in the given term (say tree) are incremented as modelled by the rewrite rule N ! succ(N ). We need to turn this rule into a traversal strategy because the rule on its own is not terminating when considered as rewrite system. The strategy should be generic, that is, it should be applicable to any term. In (II), a particular pattern is rewritten according to the rewrite rule g(P ) ! g0 (P ). Assume that we want to control this replacement so that it is performed in bottom-up manner, and the rst matching term is rewritten only. The strategy to locate the desired node in the term is completely generic. The examples (III) and (IV) are examples of type-changing traversals, actually these are type-unifying traversals according

*to* [*[12*](#_bookmark34)[*,11].*](#_bookmark33) *In (III), we might test some property of the term, e.g., if naturals* occur at all. In (IV), we collect all the naturals in the term using a left-to-right traversal.

*Value of typing*

*The contribution of the article is a type system which covers generic tra-* versals as needed for the examples above. In the present article, we restrict ourselves to type-preserving strategies. A more exhaustive treatment including type-changing strategies can be found in [[10].](#_bookmark32) Let us understand why types are valuable. In general, typing should obviously prevent us from constructing ill-typed terms. Generic traversals typically employ many-sorted ingredients (say rewrite rules). A type system and the corresponding dynamic semantics should ensure that the speci c ingredients are applied in a type-safe manner. Consider, for example, the rewrite rule for incrementation N ! succ(N ) as assumed in example (I) above. This one-step rewrite rule should only be app- lied to naturals during a traversal. On the other hand, the complete traversal must be able to process any term. A type system should also prevent the pro- grammer from combining speci c and generic strategies in certain undesirable ways. Consider, for example, a left-biased choice ` + Id where the ordinary rewrite rule ` is applied if possible, and otherwise the \generic default" Id triggers. One might argue that this strategy is generic because Id is appli- cable to terms of all possible sorts. Actually, we favour two other possible interpretations. Either we refuse this choice altogether (because we would insist on the types of the argument strategies to be the same), or we take the non-generic argument type as the type of the compound strategy. In fact, strategies should not get generic too easily since we otherwise loose the valua- ble precision of a many-sorted type system. Even if ill-typed types cannot be constructed, accidentally generic strategies are likely to refuse terms (leading to failure), or they leave terms unchanged in an untraceable manner.

*DiÆculties of typing*

*Some strategy combinators are easier to type than others. Combinators for* di erent kinds of choice, sequential composition, signature-speci c congruence operators and others are easy to type in a many-sorted setting. Some use of overloading and/or parametric types might be necessary. Indeed, ELAN is based on such a many-sorted type system. By contrast, generic traversal primitives (e.g., 2(s) to apply a strategy s to all immediate subterms of a given term as provided by Stratego or system S) are more challenging since standard many-sorted types are not applicable, and also other well-established concepts like polymorphism are insuÆcient to model the kind of genericity needed. Generic traversal strategies have to be applicable to terms of any sort (or at least to some class of types). Generic traversals are in a sense type- dependent (as opposed to polymorphism) since they are usually derived from speci c ingredients (say rewrite rules) to deal with some distinguished sorts

*in a speci c manner. We also refer the reader to* [*[19,11],*](#_bookmark33) *where it is argued* that typing generic traversals is diÆcult. Typing generic traversals is further complicated if type-changing strategies are covered [[10].](#_bookmark32)

*Contribution and structure of the article*

*In Section* [*2,*](#_bookmark2) *we shortly recall untyped strategies including primitives for* traversals. In Section [3,](#_bookmark13) we discuss standard many-sorted types for type- preserving strategies. [2](#_bookmark3) In Section [4,](#_bookmark17) we provide a type system which includes a generic strategy type TP for generic type-preserving strategies. To this end, we also need to introduce a type-dependent choice operator to mediate between many-sorted and generic strategies. In Section [5,](#_bookmark21) we discuss implementation issues. In the course of the article, we show that our type system for strategies is sensible from a strategic programmer's point of view. We envision that the presented type system disciplines strategic programs (employing generic traversals) in a useful and not too restrictive manner. We also show that generic type-preserving strategies can (more or less) easily be implemented. The article is concluded in Section [6](#_bookmark22).
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# *2 Untyped strategies*

*We set up a rewriting calculus very much inspired by ELAN, the -calculus,* and system S. We are very brief regarding explanations, examples, and details of the semantics. Some basic knowledge of strategic rewriting (as found in [[2](#_bookmark24)[,21,5])](#_bookmark27) is a helpful background for reading the present article.

*First, we give an overview on the strategy combinators we want to co-* ver, and we explain how to de ne new ones by means of strategy de nitions. Then, we explain the semantic model for strategy application. Finally, we

*2 As for terminology, we use the term \type" even for types of many-sorted terms (as opposed to the term \sort"). The term \type" is more common in the context of type sy- stems. Also, we might easily go beyond just many-sorted terms, and deal with polymorphic datatypes.*

*devote a detailed explanation to the generic traversal primitives included in* our framework.

*2.1 Strategy combinators*

*We have the following grammar for strategy expressions:*

*s ::= t ! t j Id j Fail j s; s j s + s j s + s j f (s;::: ; s) j 2(s) j 3(s)*

*There is a form of strategy t ! t0 for one-step rules to be applied at the* root of the term. We adopt some common restrictions for rewrite rules. The left-hand side t determines the bound variables. (Free) variables on the right- hand t0 side also occur in t. If substitutions are applied, then we assume

*-conversion. Besides rule formation, there are standard primitives for the*

*identity strategy (Id), the failure strategy (Fail), sequential composition ( ; ),* symmetric choice ( + ), asymmetric left-biased choice ( + ). The strategy f (s1;::: ; sn) denotes the congruence strategy for the function symbol f . [3](#_bookmark5) The forms 2( ) and 3( ) are the traversal primitives. The strategy 2(s) applies the argument strategy s to all immediate subterms of the given term (say, children). The strategy 3(s) applies the argument strategy s to some child of the given term. We postpone discussing 2( ) and 3( ) in detail.

*Example 2.1 Let us consider the problem of ipping the top-level subtrees* in a binary tree with naturals at the leafs. We assume the following symbols to construct such trees:

*zero : Nat*

*succ : Nat ! Nat leaf : Nat ! Tree*

*fork : Tree Tree ! Tree*

*N and T |optionally primed or subscripted|are used as variables of sort* Nat and Tree, respectively. We can specify the problem of ipping top-level subtrees with a standard term rewriting system. We need to use an auxiliary function symbol ip-top in order to obtain a terminating rewrite system:

*ip-top(leaf (N )) ! leaf (N )*

*ip-top(fork (T1; T2)) ! fork (T2; T1)*

*Alternatively, we can use a strategy ip-top without introducing additional* function symbols. We combine two one-step rewrite rules via + . Rule `1 models preservation of leafs, whereas rule `2 ips top-level subtrees:

*`1 = leaf (N ) ! leaf (N )*

*`2 = fork (T1; T2) ! fork (T2; T1)*

*ip-top = `1 + `2*

*3 I.e., the strategy f (s ;:::;s ) applies the argument strategies to the parameters of a term*

*with f as outermost symbol, otherwise the strategy fails unconditionally.*

*1*

*n*

*New strategy combinators can be de ned by means of an abstraction me-* chanism which we call strategy de nitions. Similar mechanisms are provided by ELAN, system S and Stratego. A de nition '( 1;::: ; n) = s introduces an n-ary strategy combinator '. An application '(s1;::: ; sn) of ' denotes the instantiation s[ 1 := s1;::: ; n := sn] of the body s of the de nition of '. Strategy de nitions can be recursive. [4](#_bookmark7)

*Example 2.2 Some sample de nitions are the following: try ( )= + Id*

*repeat( )= try ( ; repeat( ))*

*ip-top = try (`2)*

*The rst two strategies are generic. try (s) applies s, but behaves like Id if s* fails. repeat (s) repeatedly applies s as often as possible. The strategy ip-top is speci c in nature. It reconstructs the strategy of the same name introduced earlier in Example [2.1](#_bookmark4). The reconstruction illustrates the use of try.

*2.2 The semantic model*

*The application of a strategy s to a term t is denoted by hsit. As for the* dynamic semantics, we employ a judgement for strategy application ` hsit ; r where r is the reduct which is either a term t0 or failure denoted by \"". This model has been adopted from system S. Note that the given judgement is not suÆcient to de ne the semantics of applications of strategy de nitions. For that purpose, we had to propagate the de nitions via a context parameter. Note also that we assume that strategies are only applied to ground terms, and then also yield ground terms. [5](#_bookmark8) We employ a certain style for the speci cation of the deduction rules. We give positive rules for cases when the reduct is a term, and we give negative rules for the remaining cases with failure as the reduct.

*We show an excerpt of the evaluation judgement in Figure* [*2.*](#_bookmark9) *It covers the* positive and negative rules for asymmetric left-biased choice. These rules also illustrate why we need to include failure as reduct. Otherwise, the semantics could not query whether a certain application did not succeed (cf. [lchoice+:2]).

*2.3 Generic traversal primitives*

*Let us take a closer look at the generic traversal primitives to apply a strategy* s to all children (2(s)), or to some child (3(s)). The operators 2( ) and 3( ) are de ned like in system S. For brevity, we do not consider the hybrid operator 32 from system S which applies a strategy to one or more children.

*4 Recursive de nitions are common in ELAN, whereas system S and oÆcial Stratego em- ploy a special recursion operator : .*

*5 The assumption is well in line with standard rewriting, especially for ordinary rst-order rewrite rules.*

*Semantics of strategy application*

*` hsit ; r*

*Positive rules Negative rule*

*` hsit ; t0*

*` hs + s0 it ; t0*

*[lchoice+:1]*

*` hsit ; "*

*` hsit ; "*

*^ ` hs0 it ; t0*

*` hs + s0 it ; t0*

*[lchoice+:2]*

*^ ` hs0 it ; "*

*` hs + s0 it ; "*

*[lchoice ]*

*Figure 2. Positive and negative rules for application of left-biased choice*

*Similar operators can also be de ned in the -calculus (cf. (s) and (s) in*

[*[5*](#_bookmark27)*] corresponding to 2(s) and 3(s)).*

*In Figure* [*3,*](#_bookmark10) *we show some useful derivable generic traversal strategies* de ned in terms of 2( ) and 3( ). The de nitions are adopted from [[21](#_bookmark43)] except the last one. Note that is a meta-variable for strategies in all these de nitions.

|  |  |  |
| --- | --- | --- |
| *topdown ( )* | *= ; 2(topdown ( ))* | *(Apply in top-down manner)* |
| *bottomup( )* | *= 2(bottomup( ));* | *(Apply in bottom-up manner)* |
| *oncetd ( )* | *= + 3(oncetd ( ))* | *(Apply once in top-down manner)* |
| *oncebu( )* | *= 3(oncebu( )) +* | *(Apply once in bottom-up manner)* |
| *innermost ( )* | *= repeat (oncebu( ))* | *(Innermost evaluation strategy for )* |
| *stoptd ( )* | *= + 2(stoptd ( ))* | *(Apply in top-down manner with \cut")* |

*Figure 3. Some derived generic traversal strategies*

*Example 2.3 Let us solve the rst two problems (I) and (II) illustrated in* Figure [1](#_bookmark1) in the introduction of the article:

*nat = zero + succ(Id)*

*traverse(I) = stoptd (nat; N ! succ(N )) traverse(II) = oncebu(g(P ) ! g0 (P ))*

*nat is an auxiliary strategy testing for naturals in terms of the congruence* strategies for zero and succ. We use nat as type check to enable the applica- bility of the rewrite rule N ! succ(N ) in the de nition of traverse(I). Recall, traverse(I) is meant to increment all naturals. The corresponding strategy is de ned in terms of the generic strategy stoptd (cf. Figure [3)](#_bookmark10) which descends

*into the given term as long as the argument strategy does not succeed. This* is exactly the traversal scheme we need to increment all naturals in a tree. Encountering naturals in a top-down manner we apply the incrementation rule, but then we do not further descend into the term. If we used topdown instead of stoptd , we describe a non-terminating strategy. The de nition of traverse(II) is also very easy to read. traverse(II) nds the rst pattern of form g(x) in bottom-up manner (as required), and replaces it by g0 (x) (as expres- sed by the rewrite rule). Note the genericity of the traversals traverse(I) and traverse(II). They can be applied to any term. Of course, the strategies are somewhat speci c because they rely on some constant or function symbols, namely zero, succ, g, and g0 .

*As an aside, since the present article only covers type-preserving strategies,* we cannot implement the two other problems from the introduction.

*The positive semantics rules for 2( ) and 3( ) are shown in Figure* [*4.*](#_bookmark12) *The* rule [all+:1] says that 2(s), when applied to a constant, immediately succeeds because there are no children which s has to be applied to. The rule [all+:2] directly encodes what it means to apply s to all children of a term f (t1;::: ; tn). Note that the function symbol f is preserved in the result. The de nition of 3(s) is similar. The rule [one+:1] says that s is applied to some subterm ti of f (t1;::: ; tn).

*Semantics of strategy application*

*` hsit ; r*

*` h2(s)ic ; c [all+:1]*

*` hsit1 ;* *1*

*t*

*0*

*^*

*^ ` hsitn ; n*

*t*

*0*

*[all+:2]*

*` h2(s)if (t ;::: ;t ) ; f (t0 ;::: ; t0 )*

*1 n 1 n*

*9i 2 f1;::: ; ng: ` hsiti ;* *i*

*t*

*0*

*[one+:1]*

*` h3(s)if (t ;::: ;t ) ; f (t ;::: ; t0 ;::: ;t )*

*1 n 1 i n*

*Figure 4. Evaluation of 2(s) and 3(s)*

# *3 Many-sorted strategies*

*As a warm-up, we provide a type system for (non-generic, say many-sorted)* type-preserving strategies. First, we will explain the model for the type sy- stem. Then, we discuss the actual deduction rules in some detail. Finally, we

*discuss some design properties of the type system, mainly to prepare it for an* extension to cover generic strategies (as developed in main part of the paper, that is, Section [4](#_bookmark17)).

*3.1 The type model*

*There are two levels of types. We have types for many-sorted terms and types* for strategies. We use to range over sorts, to range over term types, and

*to range over strategy types. The forms of type expressions are initially* de ned by the following grammar:

*::= (Term types)*

*::= ! (Strategy types)*

*In the typing judgements, we use a context parameter to keep track of sorts*

*, to map constant symbols c, function symbols f , term variables x, strategy* variables , and combinators ' to types. We use the following grammar for contexts:

*::= ; j [ (Contexts as sets)*

*j j c : j f : ! (Signature part) j x : j : (Term and strategy variables) j ' : ! (Strategy combinators)*

*Thus, contains a many-sorted term signature, variable declarations (for term* variables and strategy variables), and combinator type declarations origina- ting from strategy de nitions. Let us state a few well-formedness require- ments. We assume that the various kinds of symbols and variables are not confused (i.e., there are di erent name spaces), and the symbols and variables are not associated with di erent types in (in particular, we do not consider overloading). All sorts used in some declaration have also to be introduced in . All declarations have to be well-formed (w.r.t. the well-formedness jud- gements de ned below). Note that is assumed to be static (say given) in all upcoming judgements. Thus, we assume explicit type declarations for the various kinds of variables and symbols. [6](#_bookmark14) It is easy to infer instead.

*The principal judgement of the type system is the type judgement for* strategies. It is of the form ` s : , and it holds if the strategy s is of strategy type in the context of .

*6 Declarations for variables, rewriting functions and strategies are common in several fra- meworks for rewriting, e.g., in ASF+SDF and ELAN.*

*3.2 Deduction rules*

*The deduction rules for the various judgements are shown in Figure* [*5.*](#_bookmark16) *For* brevity, we omit the typing rules for strategy de nitions.

*Type-preservation is prescribed by the well-formedness judgement for stra-* tegy types (cf. rule [pi:1]). Some other rules also explicitly enforce type- preservation (cf. rules [comp:1], [apply], [rule], [id], [fail], and [congr]). The type system for many-sorted strategies should not be regarded as a contribu- tion of the present article. It is rather straightforward, and it corresponds very much to the kind of type system assumed for ELAN. Let us read some infe- rence rules for convenience. Rule [apply] says that a strategy application hsit is well-typed if the strategy s is of type ! , and the term t is of type . The strategies Id and Fail have many types, namely any type ! where ` holds (cf. rules [id] and [fail]). The strategy types for compound strategies are regulated by the rules [seq], [choice], [lchoice], and [congr]. The compound strategy s1; s2 refers to an auxiliary judgement for composable types. As for many-sorted type-preserving strategies, composable types are trivially de ned according to rule [comp:1]. The compound strategies s1 + s2 and s1 + s2 are well-typed if both strategies s1 and s2 are of a common type which also determines the type of the compound strategy.

*3.3 Discussion*

*On the positive side, we can assign types to certain strategies as illustrated* by the following example.

*Example 3.1 The strategy ip-top from Example* [*2.1*](#_bookmark4) *is type-preserving. Thus, the type ip-top : Tree ! Tree can be approved for its de nition.*

*On the negative side, there is no way to assign types to certain other* strategies which we have seen so far. Certainly, we cannot assign types to generic traversals as they are not restricted to a speci c sort. But we cannot even assign types to some strategies which do not involve traversals. What are, for example, the types of try and repeat de ned in Example [2.2?](#_bookmark6) In a sense, these combinators take a type-preserving strategy, and return a type- preserving strategy. Like Id and Fail, the combinators try and repeat could be associated with many types. However, this view interferes with the ideal of unicity of typing. Actually, the typing rules for Id and Fail also violate unicity of typing, but as these are primitives, this violation can be regarded as an acceptable formulation of overloading, or as an encoding of an parametric type. [7](#_bookmark15)

*7 We will later discuss the possible employment of parametric types.*

*Term types*

*Strategies*

*2*

*`*

*`*

*Strategy types*

*`*

*` !*

*Terms*

*c : 2*

*[tau:1]*

*[pi:1]*

*[const]*

*` t :*

*^ ` t0 :*

*` s :*

*` t ! t0 : !*

*`*

*`*

*` Id : !*

*`*

*` t :*

*` Fail : !*

*` s1 : 1*

*^ ` s2 : 2*

*[rule]*

*[id]*

*[fail]*

*` c :*

*^ 1 Æ*

*2 ;*

*[seq]*

*f : 1 n ! 2*

*^ ` t1 : 1*

*^*

*^ ` tn : n*

*[fun]*

*` s1; s2 :*

*` s1 :*

*^ ` s2 :*

*` s1 + s2 :*

*[choice]*

*` f (t1;:::; tn ) :*

*x : 2 X*

*` x :*

*Composable types*

*1 Æ 2 ;*

*`*

*! Æ ! ; !*

*[var]*

*[comp:1]*

*` s1 + s2 :*

*` s1 + s2 :*

*f : 1 n ! 2*

*^ ` s1 : 1 ! 1*

*^*

*^ ` sn : n ! n*

*` f (s ;:::;s ) : !*

*1*

*n*

*[lchoice]*

*[congr]*

*Strategy application*

*` hsit :*

*` s : !*

*^ ` t :*

*` hsit :*

*[apply]*

*Figure 5. Many-sorted type-preserving strategies*

# *4 Generic strategies*

*An important property of 2(s) and 3(s) is that they are supposed to be* applicable to terms of any sort, i.e., they are generic. Clearly, this is also the case for Id and Fail. Contrast that with a rewrite rule. It is only applicable to a term of a speci c sort because of the way it is constructed from speci cally- typed terms. Note that the parameters of the traversal primitives have to be generically typed, too. Consider, for example, 2(s). The argument s must be potentially applicable to subterms of any sort. Thus, we need to add a form of generic strategy type to our type model. Then, we are able to assign types to strategies involving 2( ) and 3( ) (and, at the same time, we also resolve the unicity problems with Id and Fail, and we can assign types to strategies like try and repeat).

*First, we will introduce a type to model generic type-preserving strategies.* Then, the problem of mediation between many-sorted and generic strategies is considered. Finally, we point out some convenient qualities of the resulting type system.

*4.1 The type of all type-preserving strategies*

*We extend our syntax for strategy types , namely we add one case for ge-* neric types . In this article, we only consider one particular generic type, namely TP representing the type of all T ype-P reserving strategies. In [[10],](#_bookmark32) we also consider type-changing strategies. Our grammar of types is extended as follows:

*::= j*

*::= TP*

*Example 4.1 All the strategies in Figure* [*3*](#_bookmark10) *are generic type-preserving stra-* tegies. Also, the argument strategy for all the de nitions is of type TP. The same holds for the strategies try and repeat de ned in Example [2.2](#_bookmark6). Thus, we assume the type TP ! TP for all these strategy de nitions.

*In Figure* [*6,*](#_bookmark18) *we extend the typing judgements. We use a partial order* on types to measure genericity of types. A many-sorted type is `'less" generic or general than a generic type. Rule [typeless:1] axiomatises TP. The rule says that ! TP for all well-formed . This directly encodes the idea of type-preserving strategies. A strategy of type TP can be applied to a term of any sort. Id and Fail are de ned to be (generic) type-preserving strategies in rules [id] and [fail]. 2(s) and 3(s) and their argument strategy s are also de ned to be type-preserving in rules [all] and [one].

*The type system strictly separates many-sorted strategies (such as rewrite* rules), and generic strategies (such as applications of 2( )). As for the moment being, we cannot turn many-sorted strategies into generic ones, neither the other way around. We will provide a corresponding re nement of the strategy

*Strategy types Application*

*` hsit :*

*`*

*` TP [pi:2]*

*Genericity*

*0*

*`*

*` s :*

*^ ` t :*

*^ !*

*` hsit :*

*[apply]*

*! TP*

*[typeless:1]*

*Strategies*

*` s :*

*Composable types*

*TP Æ TP ; TP [comp:2]*

*` Id : TP [id]*

*` Fail : TP [fail]*

*1 Æ 2 ;*

*` s : TP*

*` 2(s) : TP*

*[all]*

*` s : TP*

*` 3(s) : TP*

*[one]*

*Figure 6. Generic type-preserving strategies*

*calculus soon. The well-typedness rule for strategy application (cf. [apply])* certainly clari es how a generic strategy can be applied to a term of a speci c sort.

*4.2 Mediation between speci city and genericity*

*Now that we have typed generic traversal operators, the question is how we* inhabit TP. So far, we only have two trivial constants of type TP, namely Id and Fail. We would like to construct generic strategies from rewrite rules. It turns out that we lack a construct to perform inhabitation in a typeful manner. We also need to relax the typing rules for some existing combinators in order to make it easy to apply generic strategies in a speci c context.

*One approach to the inhabitation of TP is to use a generic default (initially* Id and Fail, but not just these) if the many-sorted strategy is not applicable for typing reasons. We might attempt to turn, for example, a rewrite rule ` into a generic strategy using the forms ` + Id or ` + Fail. This is not a good idea since the operator + is concerned with choice controlled by success and failure. What we are looking for in the context of quali cation of speci c strategies to become generic, is a di erent form of choice. We need a type- dependent form of choice where the speci c strategy is chosen if the actual term is covered by its domain. Otherwise the generic strategy (serving as a

*kind of default) should be chosen. We introduce a corresponding operator:* s ::= j s & s

*The left argument is the many-sorted strategy whereas the right argument is*

*the generic default. The static and dynamic semantics of the operator are* de ned in Figure [7.](#_bookmark19)

*Example 4.2 We recall the solution to the rst problem from the introduc-* tion as given in Example [2.3](#_bookmark11). The original (Stratego-like) solution is not typeable because a many-sorted strategy, namely nat; N ! succ(N ), is pas- sed to stoptd which expects a generic argument. We recover typeability by the following rede nition of traverse(I):

*traverse(I) = stoptd ((nat; N ! succ(N )) & Fail)*

*= stoptd ((N ! succ(N )) & Fail)*

*This solution illustrates that we can qualify speci c rewrite rules to become* generic by & . As an aside, the simpli cation to eliminate the test for naturals is enabled by the typed model. The type of the rewrite rule suÆciently restricts its applicability. The other strategy traverse(II) from Example [2.3](#_bookmark11) can be made t in the same manner.

*The operator & serves for asymmetric left-biased choice of strategies* based on the type of the term in the application. As the deduction rules detail, if s1 & s2 is applied to a term t of type , and the type of s1 coincides with

*! , then s1 is chosen (cf. [lplus+:1]). Otherwise, we resort to the generic*

*strategy s2 (cf. [lplus+:2]). Thus, & is di erent from + in the sense* that & is left-biased w.r.t. type-sensitivity, whereas + is left-biased

*w.r.t. success and failure. This separation makes it explicit where we want* to become generic. There is no hidden way how speci c ingredients can get generic accidentally. Without separating the two kinds of choice, strategies get too easily (say accidentally) generic and typeable.

*Note that the semantics judgement needs to be able to determine the type* of the speci c strategy, and the type of the given term. For that reason, we add the typing context to the judgement for strategy application. The negative semantics rules for & are also shown in Figure [7](#_bookmark19) since they are instructive. One can clearly see how the type of the term is used to determine the appli- cability of the left operand s1 in s1 & s2 during strategy application. This type-sensitivity might be regarded as a paradigm shift. We postpone discus- sing a way to eliminate the premises to determine the types of the ingredients of hs1 & s2it in the semantics rules.

*So far, we only considered one direction of mediation. We should also re ne* our type system so that generic strategies can be easily applied in many-sorted contexts. This requirement amounts to a simple relaxation of the typing for argument strategies of the strategy combinators. Basically, we want to state that the type of a compound strategy like s1; s2 and s1 + s2 is dictated by a many-sorted argument (if any). As for congruence strategies, we simply

*Well-typedness*

*` s1 : !*

*^ ` s2 :*

*^ !*

*` s : 0 ! 0*

*^ ` t :*

*` s :*

*1*

*^ 6= 0*

*^ ` hs it ; t0*

*2*

*[lplus+:2]*

*` s1 & s2 :*

*` hsit ; r*

*[lplus]*

*0*

*` hs1 & s it ; t*

*2*

*Semantics Positive rules*

*` s1 : !*

*Negative rules*

*` s1 : !*

*^ ` t :*

*^ ` hs1it ; "*

*` hs1 & s2it ; "*

*[lplus :1]*

*^ ` t :*

*^ ` hs it ; t0*

*1*

*[lplus+:1]*

*0 0*

*` s1 : !*

*0*

*` hs1 & s it ; t*

*2*

*^ ` t :*

*^ 6= 0*

*^ ` hs2it ; "*

*` hs1 & s2it ; "*

*[lplus :2]*

*Figure 7. Turning speci c strategies into generic ones*

*employ to relate formal and actual parameter types. There are no fur-* ther non-generic contexts for the given combinator suite. A corresponding re nement of our type system is de ned in Figure [8.](#_bookmark20)

*As for ; , we relax the de nition of composable types to cover composition* of a speci c and a generic type in both possible orders (cf. rules [comp:3] and [comp:4]). As for + (and hence for + as well), we do not insist on equal argument types anymore, but we assume that we can determine the greatest lower bound for types w.r.t. (cf. rule [choice]). Finally, we relax the argument types for congruence strategies via the relation. The re nement in a sense, automates the type specialisation for generic strategies. This is not considered as problem (as opposed to hidden ways for a many-sorted strategy to become generic) since an accidentally many-sorted strategy would be easily realised by the programmer when he or she attempts to apply the strategy in a generic context, that is, the type system will catch such accidents.

*4.3 Properties of the calculus*

*Our ultimate typed strategy calculus is obtained by starting from many-sorted* strategies (cf. Figure [5),](#_bookmark16) and updating it with the & operator (cf. Figure [7](#_bookmark19))

*Composable types Well-typedness*

*1 Æ 2 ;*

*` s :*

*`*

*! Æ TP ; !*

*`*

*TP Æ ! ; !*

*[comp:3]*

*[comp:4]*

*` s1 : 1*

*^ ` s2 : 2*

*^ 1 u 2 ;*

*` s1 + s2 :*

*f : 1 n ! 2*

*^ ` s1 : 1 ^ 1 ! 1 1*

*^*

*^ ` sn : n ^ n ! n n*

*` f (s1;:::; sn ) : !*

*[choice]*

*[congr]*

*Figure 8. Application of generic strategies in a potentially speci c context*

*and the relaxations from above (cf. Figure* [*8*](#_bookmark20)*). We call this calculus S0 (to*

*TP*

*point out its close relation to system S). The following theorem summarises*

*desirable properties of S0 .*

*TP*

*Theorem 4.3 The type system of S0*

*TP*

*(i) Strategies satisfy unicity of typing.*

*obeys the following:*

*(ii) Strategy application satis es unicity of typing.*

*(iii) The semantics for strategy application satis es subject reduction.*

*Proof*

*1. By induction on the strategy in the well-typedness judgement: Base cases:* The type of a rewrite rule (cf. rule [rule]) is uniquely de ned by the involved terms. Unicity of typing holds, of course, for the type judgement for terms. The types for the constant strategies Id and Fail are uniquely de ned (cf. rules [id] and [fail]). Induction step: The type of all argument strategies of all combinators are unique by the induction hypothesis. As for the binary operator ; , the result type is de ned as the type composed from the argument types. As for + , and + , the result type is de ned as the greatest lower bound of the argument types. The corresponding judgements Æ ; and

*u ; obviously encode functions. Hence, unicity of typing holds. The*

*type of a congruence strategy (cf. rule [congr]) is dictated by the well-formed* context which is used to lookup the sort of the function symbol at hand. The types of 2(s) and 3(s) are uniquely de ned as TP. The type of s1 & s2 is the type of s2.

*2. Follows immediately from unicity of typing for terms, and the fact that the* type of the resulting term (say the type of strategy application) is the type of the input term (cf. [apply]).

*3. (Sketch) By induction on the strategy in the semantics judgement. Note* that we only deal with type-preserving strategies which simpli es matters be- cause we basically have to show that strategy application preserves term types as well. Base cases: The treatment of rewrite rules is standard. We can ignore Fail since we are only interested in proper term reducts. Subject reduction holds for Id since the resulting term coincides with the input term, and hence, type-preservation holds. Induction step: As for s1 + s2 and s1 + s2, reduc- tion simply resorts in all cases directly to one of the arguments. This is also enabled by the typing rules. Hence, the induction hypothesis is applicable for the arguments, and subject reduction holds; similarly for s1; s2. Subject reduction holds for congruence strategies and for the generic traversal combi- nators because the outermost function symbol is preserved and the types of all children are preserved by the induction hypothesis. The interesting case is s1 & s2. Rule [lplus+:2] (where we resort to the generic default s2 dictating the type of the compound strategy) can be covered using the same arguments used for s1 + s2. As for rule [lplus+1], we resort to the many-sorted s1 while the compound strategy can be applied to terms of any sort. Still, subject reduction holds because reduction according to rule [lplus+:1] is guarded by the typing premises to ensure that s1 is applicable. *2*

*4.4 Beyond TP*

*A note on generality is maybe in place. The presented type system (especially* Figure [7](#_bookmark19) and Figure [8)](#_bookmark20) is really geared towards generic type-preserving stra- tegies, and we assume that we have only two levels: many-sorted and generic strategies. Type-changing strategies (especially rewrite rules) are also sensi- ble since strategies can control that type changes are performed consistently. This is di erent in conservative rewriting where type-changing rewrite rules are incompatible with the idea of a xed strategy (like innermost). Especially, if we talk about generic strategies, one important subclass of type-changing strategies follows the scheme of type-uni cation [[12],](#_bookmark34) that is, the result type of the generic strategy is of a xed type (such as Boolean values or lists of naturals for the problems (III) and (IV) in the introduction) regardless of the type of the input term. In addition to many-sorted and generic strategies, one might also consider strategies with a nite set of term types covered by them. Such strategies could be called overloaded strategies. In this context, we might think of a more general form of s1 & s2 where the types of s1 and s2 are solely constrained by *One can also think of a symmetric combina-*

*tor & to perform a kind of disjoint union. We refer to* [*[10]*](#_bookmark32) *for a thorough*

*treatment of all the aforementioned classes of strategies.*

# *5 Implementation*

*The calculus S0 (and generalisations of it) can be implemented without major*

*TP*

*problems. We have done simple experiments based on Prolog which allowed*

*us to execute the judgements for typing and reduction almost as is.*

*There is one concern which needs to be addressed in order to obtain a* practical implementation, namely the separation of typing and reduction. The reduction rules for hs1 & s2it involve premises to determine the type of the term t, and the type of the strategy s1 (cf. Figure [7](#_bookmark19)). Conceptually, this is

*ne because we point out in the most direct way that & is about type-*

*dependent choice. Still this type-dependent reduction might be regarded as* a debatable paradigm shift, and, in particular, as an obstacle for eÆcient

*implementation of S0 . Fortunately, there is a simple way to eliminate the*

*TP*

*typing premises. The elimination is considered in this section in some detail.*

*We conclude the implementation section with an indication why TP can* be integrated into existing rewriting environments in a rather simple manner.

*5.1 Static elaboration*

*To eliminate the typing premise determining the type of the many-sorted* strategy s1 in s1 & s2, the following approach is appropriate. We statically perform an elaboration step which follows the very scheme of the type jud- gement for strategies, but transforms strategies. We want to turn strategy expressions of the form s1 & s2 into s1 : & s2 where we propagate the strategy type of s1 explicitly as type annotation. During strategy applica- tion, the annotation can be used to organise the choice. The updated rules for strategy application will be shown in a second. The relevant elaboration rule takes the following form:

*` s1 : 1*

*` s1 & s2 ; s1 : 1 & s2*

*[lplus]*

*5.2 Tagged terms*

*We also do not want to determine the type of the term at hand at rewriting* time (as it is the case in the original rules for & ). In some way or another, we should tag terms with types. We show a replacement for the positive rules for & . The replacement relies on the elaboration described above, and on tagged terms in strategy application.

*` hs it : ; t0 :*

*1*

*` hs : ! & s it : ; t0 :*

*1 2*

*[lplus+:1]*

*6=*

*0*

*^ ` hs it : ; t0 :*

*2*

*` hs : 0 ! 0 & s it : ; t0 :*

*1 2*

*[lplus+:2]*

*As we can see, the static typing context is not needed anymore. Instead* the reduction of hs1 : & s2it : relies on the annotations and . To be precise, the context is de nitely not needed for the semantics of & anymore, but the combinators 2( ) and 3( ) deserve an additional comment. As these combinators descend into terms, the types of the subterms of a term also need to be known. Some options to accomplish this knowledge are the following:

*(i) We assume that all subterms are tagged by their types at any level of* nesting.

*(ii) We can determine the type of any (well-typed) term via its outermost* function symbol. The declarations of function symbols (as being part of the typing context parameter ) are suÆcient for that purpose.

*(iii) We use specialised (signature-aware) variants of 2( ) and 3( ), that is, we* had to instantiate the scheme for 2( ) and 3( ) for all function symbols.

*All these formulations lead|more or less directly|to an eÆcient implemen-* tation. Option (i) has an impact on the representation of terms. Option

*(ii) relies on an extra lookup per application of & . Option (iii) requires* program generation.

*5.3 Integration into rewriting environments*

*The calculus S0 ts very well into the setting of a many-sorted strategic*

*TP*

*rewriting framework as ELAN. In ELAN, there is a module for many-sorted* strategy combinators parameterised by a sort. One needs to instantiate this module for each relevant sort in the given signature. Consequently, the strat- egy combinators are overloaded for all possible sorts. Thus, one can say that typing for strategy expressions is realised in a sense by parsing. Generic type- preserving traversals are particularly simple to implement in such a setting. First, we add the distinguished sort TP and the combinators speci cally de-

*ned on it, namely Id, Fail, 2( ), and 3( ). The sort and the symbols can*

*be de ned in a module dedicated to TP. Then, we need to overload & for all sorts in the signature at hand in the same way as the ordinary many-* sorted strategy combinators. Each application of the combinator & in a compound strategy refers to a speci c sort, and hence static elaboration is not needed to determine the type of the many-sorted strategy in a type- dependent choice. The rewrite rules for 2( ) and 3( ) could be generated by a pre-processor in similarity to the dynamic typing and implosion + explosion approach in [[4].](#_bookmark26) One can also leave it to the rewrite engine to implement 2( ) and 3( ). As for type-dependent choice, the rewrite engine is in fact the more obvious choice. Here we assume that the rewrite engine has access to the type of the given term. To summarise, the described simple implementation is ena- bled by some fundamental concepts of ELAN, namely parameterised modules (needed for sort-indexed overloading of strategy combinators), and a general

*parsing method (to cope with overloaded signatures and local ambiguities). A* simple implementation is also conceivable for other frameworks for rewriting or algebraic speci cation.

*6 Concluding remarks Polymorphism*

*Let us consider the type scheme underlying TP:*

*TP 8 : !*

*In the scheme, we point out that is a universally quanti ed type variable. It* is easy to see that the scheme is appropriate. Generic type-preserving traver- sals process terms of any sort (i.e., ), and they return terms of the same sort (i.e., ). If we read the type scheme in the sense of parametric polymorphism, we can only inhabit it in a trivial way. The scheme can only be inhabited by the identity function. Hence, the kind of polymorphism underlying gene- ric traversals goes beyond parametric polymorphism. Parametricity [[22,15,13](#_bookmark35)] does not holds since generic traversals usually employ many-sorted ingredients (say rewrite rules) to deal with some distinguished sorts in a speci c manner. This form of genericity implies that the reduction semantics involves type dependencies although the type of strategies and strategy applications is sta- tically known. It is not clear how to inhabit somewhat arbitrary type schemes. This is also the reason that we do not favour type schemes to represent types of generic strategies in the rst place but we rather employ the distinguished constant TP.

*Related work*

*In the present article, we developed a type system for term rewriting stra-* tegies. The contribution of the article is that generic traversals are covered, namely generic type-preserving ones. We have designed another model for typed strategies in the context of functional programming [[11].](#_bookmark33) The latter approach originated in turn from our research on (dynamically updatable) generalised monadic folds for systems of datatypes [[12](#_bookmark34)].

*There is no previous work on statically typed generic strategies in the* narrow context of rewriting. In [[4],](#_bookmark26) dynamic types [[1]](#_bookmark23) are employed to cope with some generic (traversal) strategies in ELAN. A universal datatype any is used to represent terms of \any" sort. For that purpose, a parameterised module any[X] is o ered which can be imported for any sort which is subject to generic programming via the any datatype. The module o ers an injec- tion and a projection to mediate between any and the terms of sort X. As for generic traversals, there are explode and implode functions to destruct and construct terms (say to access the children of a term). The actual implementa- tion employs a (transparent) pre-processing approach to obtain a many-sorted instantiation of the interface of any[X] according to X, and program schemes

*for explode and implode. Speci cations relying on any are type-safe. However,* if during rewriting the manipulated terms of sort any do not represent terms of the \intended sorts", at some point projection and term implosion is going

*to fail. This problem is irrelevant for S0 since types are statically enforced,*

*TP*

*and there is no universal (and hence imprecise) sort like any.*

*The presented concepts were inspired by polytypic programming* [*[8,16*](#_bookmark38)*]. A* polytypic function is de ned by induction on its argument type (with cases

*for sums, products, and others). Generic traversals in S0 are performed in a*

*TP*

*somewhat similar manner. Generic traversals are de ned in terms of 2( ) and* 3( ) (corresponding to the polytypic cases for sums and products), usually by recursive strategy de nitions (roughly corresponding to induction). While polytypic programming is placed in the context of higher-order functional pro- gramming, our approach contributes to the eld of strategic, (not necessarily)

*rst-order rewriting. An idea which is central to our approach is that we*

*want to have simple but exible means to mix genericity and speci city in the* context of many-sorted signatures (e.g., language syntaxes), while the bulk of polytypic programming focuses on statically de ned, polytypic values for all (parameterised) datatypes.

*Perspective*

*The presented kind of types provides one important dimension of static* information in strategic rewriting. Another dimension entirely ignored in the present article is failure analysis or determinism analysis. Generic traversal strategies are presumably accessible for such an analysis. It should be possible to capture this analysis in a type system. We think that this kind of type information would be extremely bene cial for actual strategic programming. Failure is a highly overloaded concept. It is used intentionally to force local backtracking in a choice. In many applications, it also triggers backtracking to go back to a remote choice point. It might also be used to force a kind of strict error handling subject to global failure triggered somewhere deep in a program. Finally, unintended applicability problems of strategies are also just manifested as failure. Consequently, debugging strategic programs is sometimes a pain.

*Another topic for future work is the integration of our results into existing* rewriting calculi. The -calculus [[5]](#_bookmark27) provides an ambitious rewriting calculus. Part of the -cube is typed (but not generic traversals expressiveness) [[6](#_bookmark28)]. One of the challenging properties of the -calculus is that rewrite rules are higher-

*order. The developed typed calculus S0 could be easily rephrased to cover*

*TP*

*some rst-order fragment of the calculus (however with generic traversals!).* The question is how generic traversals can be enabled for richer fragments in the -cube, e.g., fragments o ering higher-orderness, full polymorphism, and dependent types.
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