![](data:image/png;base64,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)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAYMAAABLCAMAAACldhtNAAADAFBMVEUAAAABAQECAgIDAwMEBAQFBQUGBgYHBwcICAgJCQkKCgoLCwsMDAwNDQ0ODg4PDw8QEBARERESEhITExMUFBQVFRUWFhYXFxcYGBgZGRkaGhobGxscHBwdHR0eHh4fHx8gICAgICAiIiIjIyMkJCQkJCQmJiYnJycoKCgoKCgqKiorKyssLCwsLCwuLi4vLy8wMDAwMDAyMjIzMzM0NDQ0NDQ2NjY3Nzc4ODg4ODg6Ojo7Ozs8PDw8PDw+Pj4/Pz9AQEBBQUFBQUFDQ0NERERFRUVGRkZHR0dISEhJSUlJSUlLS0tMTExNTU1OTk5PT09QUFBRUVFRUVFTU1NUVFRVVVVWVlZXV1dYWFhZWVlZWVlbW1tcXFxdXV1eXl5fX19gYGBhYWFhYWFjY2NkZGRlZWVmZmZnZ2doaGhpaWlpaWlra2tsbGxtbW1ubm5vb29wcHBxcXFxcXFzc3N0dHR1dXV2dnZ3d3d4eHh5eXl5eXl7e3t8fHx9fX1+fn5/f3+AgICBgYGCgoKDg4ODg4OFhYWGhoaHh4eIiIiJiYmKioqLi4uMjIyNjY2Ojo6Pj4+QkJCRkZGSkpKTk5OTk5OVlZWWlpaXl5eYmJiZmZmampqbm5ucnJydnZ2enp6fn5+goKChoaGioqKjo6Ojo6OlpaWmpqanp6eoqKipqamqqqqrq6usrKytra2urq6vr6+wsLCxsbGysrKzs7Ozs7O1tbW2tra3t7e4uLi5ubm6urq7u7u8vLy9vb2+vr6/v7/AwMDBwcHCwsLDw8PDw8PFxcXGxsbHx8fIyMjJycnKysrLy8vMzMzNzc3Ozs7Pz8/Q0NDR0dHS0tLT09PT09PV1dXW1tbX19fY2NjZ2dna2trb29vc3Nzd3d3e3t7f39/g4ODh4eHi4uLj4+Pj4+Pl5eXm5ubn5+fo6Ojp6enq6urr6+vs7Ozt7e3u7u7v7+/w8PDx8fHy8vLz8/Pz8/P19fX29vb39/f4+Pj5+fn6+vr7+/v8/Pz9/f3+/v7///8OeeLkAAAAAWJLR0QAiAUdSAAAAAlwSFlzAAAOxAAADsQBlSsOGwAAFs5JREFUeJztXPlfU0fX77/yfp7P8z6PJCEbSe4NJJCN5CaEEPaExQVc2MENXFAsonXBXbFate61LrhVarWoraKlLWq1rqitVi1ahQoIQbjzznJvAgIWLH0hfjw/3Dv7nJnvOWfO3GTmA4CpAz9Z8DqRlFYYEM3vkXxJetEXVWX0qth3Q4gyVPDxsM/e+izfbw7bI7E/3vuk54Pq0Ute1gdHfbTcg/cP0LN9iml7/5UrDFHw2QMDAC7KLvmaGgAGPsqgUA37TwMoOoBp6acOy0fY13MgHQ3Xv1WjBANlxPd95b2p3l8QxuCYSZ36qt8iW6R9YSC95ItwGLBv7JTPwgMRGuoHxCALC3X21cqgAHqt6DFlaO/sgegRZl0c9nNfXXQr3TFwzjBhDMaMWaar7JeHzoanAGPQnamLXlsEU1WZ/VTtdyC3WgbOIjPtLwqwb4j1SX887FVqQIgiFWbr/+xRto+KwR++sZVeNTAGksUNlrheZdua27rFiB6w4AWJXpRdxOsEJt4Wtb0mAi97yHAzeWUoe5R54Q298rbXM0dV2Iu1vqm/eexo9nhL9MS++S/C3dNeAjBJxck76am9B5u+8qMW9OSJb6Wtufv0tOBclIcweCD6AUyVwsDPUyfg7PKEQ2DD9DCDZskPMHapYCF8ikphlUNRceqkfNT3JdmPh6cGR8RWdwGMAezr61JNVNiOR95Ods4OsRs2IZN1v+Czu0mR6hlVKBnrQep8aPt2udvmJCvHzsWl7243mNWl3/IDPBkfH+yY8AcApRNpZ3xuAS6zIvs4fHaVY3l56rx6PKsChZy70HNjwtkfop+gUNxK1MRX2ZtwpYfb9KawdYjNC5ssNlVaJXt/GtIs9mxMTEjKYhhqnb764bgoavJuXP7qzogIVepaGFo3PiQqAg+w5YjDFlL6XSZmfSYUlcrE9smRcFqeZrs0sROeoXpPDsREUq4sMHqiKiaBMAbp18+j7KokJEVHyzQR+hVogO2zl/zmtod89DNYNkaZOh9jsEYIwHHJLRjKEeGKdFwrMK88BkrCxTBWY8iFT2EZZHvavLbqcnkxjNbJs/+9oXK7OBQxSyE9aBk1/kswT8fwEBwOTNv1IkcG2wa3mXTbuI/TjaPQ/GIMtElQNNcFT6SrlsYF4SlUWj8GO6IFfO0Fk5vO7ZBO7ALrFlIJBSsX4sRzetTRFSYQKeh+UevTSDMM/CRLRApkjmt/It4PA3+KbWgsWSZit+2GD9nNn8BAk1CfdmVz2QVQz7hhdFVwCqgtCzwI5TQyxZlYm20OwEoikiZe3F6+B4qIcNUl1hGyGaalaYLPfT5ZGolZd0DZXastE6ZtAE9j5NdufSMdh6QyLNB4Zs/WPFD0oSJp8vLd3DhUYlvN7gpoQ+qEcZ+0zAkPgKx6kpJix5yPMhg3CA8uiZHWQAya3ZFQFsTLYI0T0lr4fBG4EYDHqIX9kjsIgzw4daIyXtcTmGtQDxTRJ2G42iknegA8+VokMUdFj0mpGiYCifQZGZS0RqfsHAu6Dsr3ED1ggSYZYaCaBQv/oXDDQe0V30UaGfgZ6EaTw46i1qfz8Y6xIfBZlKg9Al9T4YQUSWDgoxg7mnrJIsBKkMB9ro9FxkCdT/gVcpbhebriCkrpghi4oGkRr0BIOmOfAE+yvApaidNyKLyeInkNck9egZpwpC1NebCbB5IZyCMtDPdiUEGNPQ+HkRyN1Hy3Ds7dp9K9TYDYpwCf+1IuOYGA9YBfIjV/wsBlWYEHeFLlVV2guVSVCqXkoSwPYnBAsw02p41DwiREMn5AxFmwzofiI7we+PyiVcE74XoQtBlHNsmgzCkhBtWaLTghYA8p5dZX4zlQ2X8HzY5gMh2zQQ89kKDFHsSE14JXSA4gBWdhpDm0KzVlPTAA66GesPTOFGiaHjHQETgeCD19584pUK4fiaC363RA65W+eIkWlhUcJnUCMsmytjZkBtcKxuC4oBN1s1+0B3hSFDhdlAdlKCyJK5XixNb7jKAdrBbjDUVrLGJdgzGQf4dSBFiFwTgj+COK8nIZUMqHbjEGLjRPtBa/GfkZhDkKXpFhPyjMCjFwWyq+3POly4C2CA77L6AzEw2hvaYgxxyn2oP1ABBbBMCOFZFjQnUb8XqA27wmO0r0YIFx4tbihcWLpOWkU9r1Er/H6KsgBiYclkyDw/ZhUCHEqXmGGnBNZy0rLi7eEOzil6196x1jwoyoU6UPg/rAn0Drf55stdwBG/XQtLaI4ETbm/bIoDAiM/pp6D5wkfm+Ds7vBUETqVMcbN6LeE0Ir+NbsUDMlgWtLF5QvGFi6EI4J1qcrpwEwEzVAa5UiK0YsVQk/hXkS4hcTELzTPQgEAn8Y8n02QuKt82JUYJjYXleLgVlfGhz0EIuFMncxu9FIStIfyy4L/kapcSbIQYis0AQEBBotsKEPSELQU3oUiQGlOHMybMSiMF5jAHSA89kQf5mMFf9CcLgIhbW+6gEwiDb6MjSuwwu06ekU4rzlfLDDoEXkUYclqLZJBi44VxXEOufZ6wB5yzmAr1BrzfmcBgsEqSva99swHowDXg1Q7gWnBCBp0w5iBqDkhRF7L2Z4EnAc5AdDqPPI9PAzCQWjPoBlCn4ibik1AohCHr7M64RrAfzqTxbosFliF0D50SD01UQg1zjd1w1VbR7nN5gcIc2kLkH2DeFBiOqmQXrhPhjgWJsAhyywRUONtAfeTFAtojsDkuDN3NpBgcRyS3qUrgeYMx/lSBrDlwQgxuS/Tdv3LhxPQuCzbaO0YFsJ/Qufg7cDv3g1kCfHsCGZ+pWo2ZkSA+kRKouyb5FzLOgJOwr4PF4Ong5Do4jBi3ReMarB90wwHrAYWA4Dy4bs1FtD+9EbqGQZa/VIwPYzRaBiIyuGaOhbFuB7FM0yAyn5+OzgJXuf2xZj/LnqIEGCkHoEk9CrtdVfXhKG/ETiDOdJ1H2DlqTFwlBB+6wi58TLEqF2l38ANK7eJbyxCRpvHc9WIdV+IHkm05YoN3TAY7ofHsknx5sDCnhQg4L8RCKlRt9GJxALzfEYBlSYsjvXjn6fLBL8EC6Er4rsIf0XLwHsDVePdAkoOVqDY0wCCKe39LAF4h5FlSF5niZQKNPCd1L5j2uBToeJpwmne71i9w+W5QLbZEnUQ26U6LlF/g8EYr1YLIvfRVzxfEFAN8Kav8XryVfGU6mwVfy9N1m7JZWB1z6F1z7StynjGe7NbdN/TG0ApO4GNaDI9IbPKu8LUKqe0AXwZVKMF329ir9FdezKQkGLIcBEHgtf4ND5u0toIxv+WcLzaUt5DZuIcxNiAHWu/tePWhyEQZAkxhVbRLlCJFns0P6M2AbSn3rAfSLgMkGFbVZq9uEMIhCzsgWxgKIALVPDjqHVvV7XKd19jA4K42bxftAv3rgWw/APum23wH2xrAWjzd8DmOOMOQiBMf/4h3e3ajkdKjU7YIMKY6/TE5NgK9DjrjZON4qyELr3fWY1PFQIX9NvQAdYxj/SLsPNKQEVaMlopVg0CpNQ756x2sYtObJDyM0n4FzVuZhF2QFbngeiLMgHu1xZt+aTJz4FNNygDwtWKxCtgp7djAomfgMpn21YDdgF8g+RSmPwcMkJXQxX1ZJy1leD3wYbArm1YVCTgUIUShRky8C7POrVCky6OfW6PD+oBQtecovSm3xJqj2F0Wr/5U9d5IkCrYMlBNRfVGoedPU/EB+us4JbUVV+hAkVs124h5IkGWfhIRJg/0iYoty9RADoA9RL58zT/yMVD6tk+9ZERPDIPTH60M+3MS3OlWxBb20Bs59Wa5AMHmS5OdIXEVsQi4utlJVANr/vbhisXQc9I0aAsJ0y3OiD8E12QWHuEsXmDe3wgaH1eEm64ES7VBZoS54cV4MXBKrhMaUnbmudJiYo5XOzTC5S4J4DDjWm8eL4wq2ptp/Q9MXJi/Jn4jcO8ZkmH8MmMPRiiTTKUvzR8OGHwhNeScdGrSyeEh/v4ixLUoI/2Dempvc8NaUn4HP7fkbsRrtn8dMWdWWBQXpxkpkajPgIt55IjEt8fSTNdA3rR/PHpxvnTATz1k+Njs/feZOj1qwxCuzVWvt6WOrkOi1rSduYfYx+NibDx/TtkGrdp4Yh/Urr8Menx4bNyly9hz+W0JN8riYo01bkJPVsNUxfivf6A/ZSF3AxvJTJF6ffR29TmSQDwdg2XK0wwG1uNg16xnQNrPAkjcLfVBgz22PTXeuPA8erVmERnhz+mRrZuZpuBfYRr5IkWFc3u1Kj1qCdiBfVMSMj6/Yh2btZGp63P6m2izE+scQzwu8XVs+NyIjeRfaPTw6mDoxomQNbPnGavukarAtYwVMvbsvaULkfLQyf7vVMTbpICrJ9deYVY9ei1Z/AN7TcNN7DIaf3mMw/PQeg+Gn9xgMP73HYPjpPQbDT+8xGH56j8Hw0zuFwdv8H2kE0DuFgZ/Su4RB260vT+/YV75r7tfDzcng6N3BgAVfSANVUoVSqVw03LwMjt4dDAB4+uq3Z7OstF75zXBzMjh6lzCAxHa6qAhx218XHEn0jmEAHjsovXS4mRgkvWsYfGGm8M+r/kT+i0Hfm4FZJtpU0mfOyCX/xaBvMjK0+Yyfbdb8HINeky230a7WvkqOYPJzDDh6xf85rFNE08XDy8vgye8xuHBsw+hsc7QxLXZB6V1wUaFXHhpulgZLfo3Bg+MpjkDDhAk7y/cu2z29WHMVlFP6wOa/rjiyyJ8xuBpkVBqSGr3xFsBOoCh/2x0MAQavH8gboEvCvhZmfScb39yCN/dukkURP+9xV/eceiNtsfXD2gCZeUPu6+dsh8r7+gf1YADHvAdUuu/8TSbaGP56oR0GylAKNr+e3KOBkee3Drst6vPY/V/X+lLOyA42+iqS2hPNtOUbQL3lN7u3P5L+9+ifxOCtznP3Ks32SoE020CZNvRO1jCUywME5u9fz3gb+n9TnKHGYAAH9Yeg8fMym+xct4x7jZc70J+LA23UXMCmGg2vVxhU828cwz+AyBBiUH3tk9t13eIPOirZx97YHUBWz9v1hG5z6fX16FxJF6j3lmwBlW03vLHbd+7g8re6tXzZQhuzfNHlaUGq/4Rq1p5ukNpUhwF46JSTw3JolUYEfB+z67lj6zd7NsreBRxfXD10sruy7TqX/SfMvVMPWb/N12jo896Rt6Mhw2BpqiJEoFVlccfRwGeFaqPYGFxITuOAInUM8dtldrVVqVSFyurwUIvUVnSSoDmaWk8K1q4KM0sM1HjuMF2rVE2rVIxKJ+TaRZJoZOgpf3LxlhOJEmf+ob37UgzKeEonQ6ivoqZw4ppN21WhKpt+Cffz5gx1NGFDaFCHqlSq6PgrpNFwa7BVpVPplOQoFHthRWg4ZGPSYtzQIYMqlDaqdV42fpy+Y9bVoZq6ocLgmtga+tmacrlNgM8kgfMim6SgoEBqE17Bc11IRZHBSyl6qgtSPDnQX0jZFDshBk5qHWkowBqUmj9fzgSR850tEqu2CBZ3R3m7YquDKPEfJAiAXUduYWHBaRlNUyIUuie3XiXXeGSqI12FSW6ZbRQ5n1BIOwkbApqe4pphtVDOp3iWjYwiB/biTuRM3Chr0Oj8UjkjRwfDQPVkV6HeRo11uwgbnrURlxK29X/NyuBoqDDYq2RWg1ZweEEaPvv2NJGORfcaHI7RkBN9hRQePAukjBY0NjYCbmtVSOmV1vUIgwqM1VLKUgzft3M1TixnLRJzPGh83tjtWojnY2iLkwvXT1UwS59wkRQzZQ3FIZFxOUnKpFLaX3Wxay0UOSnuxSDAqgWdr9pKqfBTOG5iBB2QrUbOwpRRDDqOeDNTG3OLRT/PdXbmhisuwhfKZZ8cCr3sONv9poq/Q0OFwS9Cm9SkX/QxF91tpFaSUDOxrt7BS6x0jFardXLLZiGVnmYSNLdHUfiGh5fxdNIrrh4+4dkisamjNdFaewrXMguWGCjzaS6mttD8GT5oMYyq8FwcUoZzxTOoFPQ1z+Om3W2kOx4DW8jdQ4+WOGkXiZsY2qnRaLUSHGuLoVLI8tXczEt7XrjCe11Q1/xckLHsLaeqFw3ZerB/KWMI0oqZSLycbtSrdvfInu7FQEcnGUwmF3evRSGd86JUOa4uhmDQHEX1vIenRaJXx5pMpsR0HEV4akKpHG5itgXRQdXesguMdPh+HNKEchAjPYCvV8l03EvSHW+L9JRGFCy2Bd0mG3QTQyWaIkwRKkDYoLut+aRbHgMsUo9LDsx5OvhJ6puGDIN70OH4stphpfB59SojhY+Ndh0vO4UFqogXQGSLup1ELkRzLmPUdhXG4FUKHYvLXS+rvIbe0BYlAk+7x+O9dqYz0Kbi7mP4DhqfIB8LFoZyknVCoySn/BAGqKOrNpooCMSAWBCBLfjsJz+mW6hZpCC0RZgt0o0niYrDJ+Ouz68kDhsL8oyKbtfHDSUNFQbL1BHbgQf8EE9no2jzJMq+9GXjiyl6CbmnwWsEpDrN/bq6uh/rOrh0iMGFREpPMADbFUzq/Wdgt12ehD2fFgkT8xgV/5Hv6RslLb9Hgk6GMnnvCmKBxEaRO3agHuhIIJN2X7txrdYaJq0h3fF6MIpB51NbE3m1MzKB12EvdXVkndoM2XjQCHZFyMfyvwjlhgeNcAyej2JkdmOsmBGdwfEOoTnIpDUqjeiQNNR2LwYSG00HCAICAhbjKMYA3AukeL9Ia6ANWkZq4fyrFgmlFKC7HP7L/yywnIrg/VQRTTt8O5DnEptqCwkqzZwblUlHSHWSUCqUWx+KOAzYAAZpiieZTiMZcD3QCmjYkYvE1QZKp2FkloAmvvlc00jXA1CzPS7emBS15igXv7g7Pt40xlXJ3Sn1SeLsVmxJo6e7XW7knB7D6RsT8dpdPpWLg6dHx6QbU6K315JoWzRyTMe6XAn8LXJTKRt3BvprlZ6aArz72iqlLohsqthAE3f31wrUk2te0fl2Hxu4vH16Kopvdk8hl8ilTXMlwpJjXZwr8fuR0emmlJidtd4BLpwc/9vfnaS+aUi/XXuvm+Djg6veXz3+AwF+do6lrNx1IAsoSrXJV2weZeOufegQG/f13/qb++6fjX+Mhv276WDJk0JZuWtUsmmD8pQ3ozWJtlJkWmsVcQ3DwNrbkh9iQHMYeFJpm89lB2fMlCWRBJdSb75ZcYSR32HwajRtJVekQI3QK7x3q4ASI23aiEMNCbKbfdYdoeR3GIAciuL8ogxKpfzOmw53WRHkY+wMvbKviiOW/A+DMkrP/bG6hOq2G2+X6ak0vH1+FmT1r7+3+B8GlUqKs0DHlTaav7iqYQJlo7FD2pGj2DoSfzXun/wPg9+lNop8Gnwp0dGWNSjUdEqbTlG0+y7MjlOPG1b+Bk/+hwH68ppMfgwr0VO09CNw/puwsKOPZBTFqL4oMgu3DTN/gyY/xKDYRJvJr12eAwoNZTYHGdMeAmAxKLUyDb3sxDCzN3jyQwyaEymGu4MP1MylDAy5Lr3jpHvWzAfPho+vtyY/xABckOnldfyi+9jjvVzed8m8P63I/okBsJqpuN+7J/j+leJfs0/ILzG4n6vURHT1O93/0Cfmf4z8EgP0a5wy70U/Qn/hf/zpgx3wWwyul8jMlh+7emc8+MqeWd07eUSTn2IAwGwdpR+NAt3/j/qsSk7nDxtLb0t+iwGoz3RInJnHuL/3doL66xsX0Y4pd4eXq7ch/8UAUo45UCe05eSszVsenyBX/dfhbyeTCfk1BgAc/zwrNzk2JsYdX1hQ6WdXhXjp/wAcqrWHNZOYegAAAABJRU5ErkJggg==)Electronic Notes in Theoretical Computer Science 119 (2005) 51–65 ![](data:image/png;base64,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)

[www.elsevier.com/locate/entcs](http://www.elsevier.com/locate/entcs)

New Algorithms for Solving Simple Stochastic Games

Rafal- Somla[1](#_bookmark1) ,[2](#_bookmark1)

*Computing Science Department, Uppsala University, Box 337, SE-75105, Uppsala, Sweden*

Abstract

We present new algorithms for determining optimal strategies for two-player games with proba- bilistic moves and reachability winning conditions. Such games, known as simple stochastic games, were extensively studied by A.Condon [[2](#_bookmark17),[3](#_bookmark18)]. Many interesting problems, including parity games and hence also mu-calculus model checking, can be reduced to simple stochastic games. It is an open problem, whether simple stochastic games can be solved in polynomial time.

Our algorithms determine the optimal expected payoffs in the game. We use geometric interpre-

tation of the search space as a subset of the hyper-cube [0*,* 1]*N* . The main idea is to divide this set into convex subregions in which linear optimization methods can be used. We show how one can proceed from one subregion to the other so that, eventually, a region containing the optinal payoffs will be found. The total number of subregions is exponential in the size of the game but, in practice, the algorithms need to visit only few of them to find a solution.

We believe that our new algorithms could provide new insights into the difficult problem of deter- mining algorithmic complexity of simple stochastic games and other, equivallent problems.

*Keywords:* infinite graph games, parity games, simple stochastic games, finding optimal strategies, successive approximation.

# Introduction

Many problems studied in computer science have an elegant presentation in a form of two-player graph games with various winning conditions. This in- cludes verification of open components, controller synthesis and also theory of alternating automata. Hence a question of finding efficient algorithms for solv- ing graph games, i.e., for deciding which player possess a winning strategy and
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possibly finding this strategy, becomes important. The problem was exten- sively studied for games with a wide range of winning conditions: from simple safety/reachability objectives to *ω*-regular ones expressed by either Bu¨chi/co- Bu¨chi or most general parity conditions [[9](#_bookmark25),[15](#_bookmark31),[14](#_bookmark30),[4](#_bookmark20),[8](#_bookmark24),[13](#_bookmark29),[5](#_bookmark21)]. A long standing open question in this area is whether it is possible to solve games with parity winning conditions in polynomial time. Through known reductions [[12](#_bookmark28)], a positive answer to this question would also mean that the mu-calculus model checking can be done in polynomial time.

In this paper we focus on *simple stochastic games* [[2](#_bookmark17)]. These are two-player, turn-based games with random moves. The objective in the game is to reach a final position (a sink) with the best possible associated payoff. Thus, rather than looking for a winning strategy, we want to find an *optimal strategy*, that is a strategy which guarantees the best expected payoff for a player.

We are interested in this kind of games because, on the one hand, other important graph games, like parity and mean-payoff games, can be easily reduced to simple stochastic games. On the other hand, simple stochastic games are instances of general stochastic games which have a rich and well developed theory. We believe that this link between an old area of operational research and the current studies can provide new insights into the problem of the complexity of graph games. Simple stochastic games are also interesting as a model for open, probabilistic components. Efficient algorithms for solving simple stochastic games can be used for verification of such components or even for synthesis of components meeting given specification.

Over the years, many algorithms has been proposed, which solve (simple) stochastic games. Many of them were later shown to be incorrect [[3](#_bookmark18)]. The correct ones, usually don’t have any satisfactory complexity analysis. The two main methods used in these algorithms are the strategy improvement method and solving the local optimality equations.

Strategy improvement was developed by Hoffman and Karp for general stochastic games [[7](#_bookmark23)]. In this method an initial strategy for one of the players is improved in each iteration by switching it at positions at which choices are not locally optimal.

The other method is based on solving a system of constraints for the op- timal expected payoffs in the game, which we call local optimality equations. Having optimal payoffs, one can easily reconstruct optimal strategies. For one-player games, the local optimality equations are linear, hence such games can be solved in polynomial time using linear programming techniques [[6](#_bookmark22)]. For two-player games the constraints are no longer linear and thus other methods are used, usually some form of iterative approximation.

We propose two algorithms which are based on the second method. For a

game with *N* positions the vector of optimal expected payoffs is an element of a hyper-cube [0*,* 1]*N* . Moreover, it is a maximal point of a set *W* of feasible vectors, described by the local optimality equations. Our main idea is to divide set *W* into subregions in which the equations become linear. This allows one to find in a polynomial time a maximal element in each subregion. Using this fact we show how to iterate through the subregions in such a way that eventually the subregion containing the optimal vector will be found. We prove that this must happen after at most an exponential number of iterations. In practice, we couldn’t find any examples, including those known from the literature [[3](#_bookmark18),[10](#_bookmark26)], which would require more than a polynomial number of iterations. To evaluate the efficiency of our algorithms we have implemented them and run on example simple stochastic games. In these test runs we show that our algorithms perform comparably to the strategy improvement methods.

The rest of this paper is organized as follows. Section [2](#_bookmark0) contains basic definitions and properties of simple stochastic games. The existence of the optimal value and memoryless determinacy of the game is stated here. We present first of our algorithms in Section [3](#_bookmark7). We prove its convergence to the op- timal solution and also prove that the number of iterations of the algorithm is bounded by the number of different strategies in the game. Section [4](#_bookmark10) describes our second algorithm. It is a modification of the first algorithm which replaces costly solving of linear optimization problems by much simpler computations. We prove convergence of this simplified version of the algorithm and argue that the number of iterations is at most exponential in the size of the game. In Section [5](#_bookmark12) we describe the strategy improvement algorithms which we use as yardsticks to measure performance of our algorithms. Section [6](#_bookmark15) summarizes results of our experiments.

# Simple Stochastic Games

Simple stochastic games are played by two players max and min on a *game board G* consisting of a finite directed graph of game positions. An edge in *G* indicates a possible move in the game. If a play reaches a sink *s* of *G* then it stops and player max wins from player min a payoff *p*(*s*) ∈ [0*,* 1] associated with that sink. [3](#_bookmark2) Let *S* be the set of all sinks of *G*. The remaining positions

*V* are divided into strategic and average (or random) ones. At a strategic position one of the players chooses the next move. Let *V*max and *V*min be

3 In the standard definition of a simple stochastic game there are only two sinks—the 0-sink and the 1-sink. Player max wins a play if it ends in the 1-sink. Here we use a generalized version of the game (cf. [[3](#_bookmark18), p. 53])
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Fig. 1. Example game board. Black circles represent min-player nodes, white ones are max-player nodes. Gray squares represent average nodes. There are three sinks with pay- offs 1, 0 and 1, respectively.

sets of positions where player max and min, respectively, makes a decision. At an average position *x* ∈ *V*avg the next move is chosen randomly with a given probability distribution *q*(*x,* ·) over successors of *x*. Figure [1](#_bookmark3) presents an example game board with three average positions *x*, *y* and *z*, one min position *a* and one max position *b*. Three sinks on this board are labelled with their respective payoffs. Edges going out of average nodes are labelled with probabilities of their successors.

For each (nonterminal) position *x* game *G*(*x*) starts at *x* and is played until a sink is reached. Hence a play of *G*(*x*) is a maximal path *x, x*1*, x*2*,...* in the graph *G*. If it ends in a sink *s* then the outcome of the play is *p*(*s*) and player max is interested in maximizing this outcome while min wants to minimize it.

A strategy for a player describes the choices which that player makes during a play of the game. In this paper we consider only deterministic, memoryless strategies which select the next move based on the current position, ignoring the history of a play.

Definition 2.1 [strategies] A strategy for a player *P* ∈ {max*,* min} is a function *σ* : *VP* → *V* ∪ *S* such that *x* → *σ*(*x*) for all *x* ∈ *VP* . A play *x*0*, x*1*,...* of the game *G*(*x*0) conforms to *σ* if *xi*+1 = *σ*(*xi*) for all *xi* ∈ *VP* .

In what follows, we will often consider valuations *v* : *V* → [0*,* 1] of game positions. When necessary, we extend such a valuation to game sinks with the payoff function *p*. The extension of *v* will be written as *v*¯. Given a valuation we can speak about greedy strategies which make locally optimal choices with respect to that valuation.

Definition 2.2 [greedy strategies] Let *v* : *V* → R be a node valuation. A

max player strategy *σ* is *v*-greedy at *x* ∈ *V*max if *v*¯ *σ*(*x*) = max*x*→*y v*¯(*y*).

A min player strategy *τ* is *v*-greedy at *x* ∈ *V*min if *v*¯ *τ* (*x*)

= min*x*→*y v*¯(*y*).

Finally, a strategy for a player *P* is *v*-greedy if it is *v*-greedy at each *x* ∈ *VP* .

Even when both players fix their strategies there are many possible plays due to the random choices made at average positions. Let *σ* and *τ* be strategies for players max and min, respectively. In a standard way edge probabilities induce a probability measure over plays conforming to *σ* and *τ* . Let *qσ,τ* (*x, s*) be the probability that a play of *G*(*x*) conforming to *σ* and *τ* ends in a sink *s*.

Definition 2.3 [expected payoffs] Let *σ* and *τ* be strategies for max and min, respectively. The expected payoff *vσ,τ* (*x*) ∈ [0*,* 1] in the game *G*(*x*) when players use strategies *σ* and *τ* is defined by

*vσ,τ* (*x*)= Σ *qσ,τ* (*x, s*) · *p*(*s*)*.*

*s*∈*S*

Observe that implicit in this definition is the fact that an infinite play results in a payoff of 0.

Looking at the probability distribution over plays of *G*(*x*) it is not hard to verify the following fact.

Proposition 2.4 *The vector vσ,τ of expected payoffs is a ﬁxed point of an operator Fσ,τ* : (*V* → [0*,* 1]) → (*V* → [0*,* 1]) *given by*

,,*v*¯ *σ*(*x*) *if x* ∈ *V*max*,*

*Fσ,τ* (*v*) *x* = ,*v*¯ *τ* (*x*) *if x* ∈ *V*min*,*

,Σ*x*→*y q*(*x, y*) · *v*¯(*y*) *if x* ∈ *V*avg*.*

Optimal strategies are defined in the usual way. It turns out that for simple stochastic games it is enough to consider memoryless strategies.

Definition 2.5 [optimal strategies/values] Strategies *σ*∗, *τ*∗ are optimal at *x*

if

*vσ,τ*∗ (*x*) ≤ *vσ*∗*,τ*∗ (*x*) ≤ *vσ*∗*,τ* (*x*)

for any *σ* and *τ* . The expected payoff *v*opt(*x*)= *vσ*∗*,τ*∗ (*x*) is called an optimal value of the game *G*(*x*) and is easily shown to be unique if it exists. Strategies *σ* and *τ* are optimal if they are optimal at every position in *G*.

The existence of the optimal value was proven by Shapley for general stochastic games [[11](#_bookmark27)] and later, by Condon, for the class of simple stochastic games [[2](#_bookmark17)]. The important assumption in these proofs is that a play of a game is finite with probability 1. [4](#_bookmark4)

4 Using more advanced proof techniques, it is possible to obtain similar results also for non-stopping games. See e.g. a chapter on Positive Stochastic Games in [[6](#_bookmark22)].

Definition 2.6 [stopping game] *G* is a stopping game board if *s*∈*S qσ,τ* (*x, s*)= 1 for any *x*, *σ* and *τ* . That is, for any *x*, a play of *G*(*x*) stops at a sink with probability 1 regardless of what strategies are used by the players.

Σ

The vector of optimal values of a stopping simple stochastic game is the only solution to the local optimality equations, as stated in the following theorem.

Theorem 2.7 (Shapley,Condon) *Let G be a stopping game board and let*

*F* : (*V* → [0*,* 1]) → (*V* → [0*,* 1]) *be given by*

,,max*x*→*y v*¯(*y*) *if x* ∈ *V*max*,*

*F* (*v*) *x* =

min*x*→*y v*¯(*y*) *if x* ∈ *V*min*,*

,,Σ*x*→*y q*(*x, y*) · *v*¯(*y*) *if x* ∈ *V*avg*.*

*The operator F has a unique ﬁxed point v*∗ *and v*∗(*x*) *is the optimal value of*

*G*(*x*) *for all x* ∈ *V .*

Proof (sketch). If *G* is a stopping game board with *N* non-terminal positions then the probability of reaching a sink in the first *N* steps of a play is at least *mN* , where *m* is the least edge probability in *G*. This implies that an operator *FN* is contracting, that is, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)*FN* (*v*) − *FN* (*w*) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==) ≤ (1 − *mN* ) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==) *v* − *w ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)* , where the norm ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)*v ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)* of *v* : *V* → R is defined by ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)*v ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAsCAYAAACzBUKoAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAW0lEQVQ4je3KsQmEUBAE0Id8vNx+rEssxmZOuMgC7MDUXESTn4mbH+zAwDA86PBD7z0jJhVdGAI8Y2/Q1qMEuODTBOCRxIkTJ06c+D/wUfcZuBNHwVq7BPiL7QYo9A4SCg47NAAAAABJRU5ErkJggg==)* = max*x*∈*V* |*v*(*x*)|. It follows that *FN* , and hence also *F* , has a unique fixed point *v*∗.

Let *σ*∗ and *τ*∗ be *v*∗-greedy strategies. For any strategy *σ* for player max

we have

*Fσ,τ*∗ *vσ*∗*,τ*∗ *x* ≤ *F* *vσ*∗*,τ*∗ *x* = *Fσ*∗ *,τ*∗ *vσ*∗*,τ*∗ *x* = *vσ*∗ *,τ*∗ (*x*)

for all *x*. Observe that *Fσ,τ*∗ is monotonic with respect to a partial order on

*V* → [0*,* 1] defined by *v* ± *v*' iff *v*(*x*) ≤ *v*'(*x*) for all *x*. Hence, by Knaster- Tarski theorem, the unique fixed point of *Fσ,τ*∗ , which is *vσ,τ*∗ , must be ± than *vσ*∗ *,τ*∗ . By similar argument we show that *vσ*∗*,τ*∗ ± *vσ*∗ *,τ* for any min player strategy *τ* . This proves that strategies *σ*∗ and *τ*∗ are optimal. Since *vσ*∗*,τ*∗ = *Fσ*∗ *,τ*∗ *vσ*∗*,τ*∗ = *F vσ*∗ *,τ*∗ and *F* has a unique fixed point, it follows that *v*∗ = *vσ*∗*,τ*∗ .

We note the following useful facts about optimal values and strategies.

Proposition 2.8 *Let G be a stopping game board and let v*opt(*x*) *be the opti- mal value of G*(*x*) *for each x. The following are equivalent:*

* 1. *strategies σ and τ are optimal,*
  2. *vσ,τ* = *v*opt*,*
  3. *strategies σ and τ are vσ,τ -greedy.*
  4. *strategies σ and τ are v*opt*-greedy,*

Proof. Implication (*a*) ⇒ (*b*) follows by the uniqueness of the optimal value of a simple stochastic game. From (b) it follows that *Fσ,τ* (*vσ,τ* )= *v*opt = *F* (*vσ,τ* ), i.e., *σ* and *τ* are *vσ,τ* -greedy. If (c) holds then *F* (*vσ,τ* ) = *Fσ,τ* (*vσ,τ* ) = *vσ,τ* . Hence, by Theorem [2.7](#_bookmark5), *vσ,τ* = *v*opt and thus (d) also holds. Implication

(*d*) ⇒ (*a*) was proven as a part of the proof of Theorem [2.7](#_bookmark5).

Implication (*d*) ⇒ (*a*) of Proposition [2.8](#_bookmark6) shows how one can reconstruct optimal strategies knowing the optimal values of the game. The equivalence

(*a*) ⇔ (*c*) gives a polynomial procedure for deciding whether given strategies *σ* and *τ* are optimal: find the vector *vσ,τ* by solving linear equations *v* = *Fσ,τ* (*v*) and then check if *σ* and *τ* are *vσ,τ* -greedy.

Corollary 2.9 *The problem of ﬁnding optimal strategies/values of a stopping simple stochastic game is in NP.*

From now on we restrict our attention to games played on a stopping game board.

# Finding Optimal Values

From Theorem [2.7](#_bookmark5) we know that the vector of optimal values of a stopping game *G* is the unique fixed point of the operator

,,max*x*→*y v*¯(*y*) if *x* ∈ *V*max,

*F* (*v*) *x* =

min*x*→*y v*¯(*y*) if *x* ∈ *V*min,

,,Σ*x*→*y q*(*x, y*) · *v*¯(*y*) if *x* ∈ *V*avg.

Since *F* is ±-monotonic it follows, by Knaster-Tarski theorem, that its fixed point is a supremum of all the pre-fixed points of *F* . In other words, the vector of optimal values is a maximal point in a region *W* of the hyper-cube [0*,* 1]*V*

defined by

*W* = *v* : *V* → [0*,* 1] *v* ± *F* (*v*)}*.*

In order to find this maximal point, we propose to divide *W* into subregions in which *F* is linear. This way the linear programming techniques can be used in each subregion to speed-up successive approximation of the optimal values.

For given strategies *σ* and *τ* , let

*Wσ,τ* = *v* ∈ *W* ⟨*σ, τ* ⟩ are *v*-greedy}*.*

Observe that *F* restricted to *Wσ,τ* is the same as *Fσ,τ* which is linear. Note also that different subregions *Wσ,τ* have disjoint interiors and that all the subregions sum up to *W* . The number of different sub-regions is the same as the number of different strategies and is exponential in the size of the game. Our algorithm iterates through the subregions of *W* until it finds one corresponding to optimal strategies. In each iteration a new subregion is visited and this new subregion is determined using a maximal point of the

current one. This maximal point is found by solving a linear program.

Algorithm 1 *(improved iteration I)*

1. *Start with v*1 = *F* (0)*.*
2. *Find vi-greedy strategies* ⟨*σi, τi*⟩*. Stop if* ⟨*σi, τi*⟩ *are optimal.*

Σ

1. *Find a valuation v which maximizes x v*(*x*) *and satisﬁes the linear con- straints:*
   1. *vi* ± *v,*
   2. *strategies* ⟨*σi, τi*⟩ *are v-greedy,*
   3. *v* ± *Fσi,τi* (*v*)*.*
2. *Take vi*+1 = *F* (*v*) *and repeat.*

The convergence of the first algorithm to the optimal values easily follows from the following observations.

Lemma 3.1 *Suppose that vn* ∈ *W . If vn* ± *v* ± *F* (*v*) *and vn*+1 = *F* (*v*) *then*

*F* (*vn*) ± *vn*+1 *and vn*+1 ∈ *W .*

Proof. This is a trivial consequence of *F* being monotonic: *F* (*vn*) ± *vn*+1

follows from *vn* ± *v* and *vn*+1 ± *F* (*vn*+1) follows from *v* ± *vn*+1 = *F* (*v*).

Proposition 3.2 *If* {*vn*} ⊆ *W and F* (*vn*) ± *vn*+1 *then* lim*n*→∞ *vn* = *v*opt*.*

Proof. For each *x* the sequence *vn*(*x*) is bounded and monotonic, hence it converges to some value *v*(*x*) ∈ [0*,* 1]. Since *F* (*vn*−1) ± *vn* ± *F* (*vn*) it follows that *v* = *F* (*v*) and therefore, by Theorem [2.7](#_bookmark5), *v* = *v*opt.

Next, we show that the algorithm never visits the same subregion twice, from which it follows that it terminates after at most an exponential number of iterations.

Proposition 3.3 *Let v*0 ± *v*1 ± *v*2 ± ··· ± *vn be the sequence of valuations constructed by Algorithm 1 such that none of vi is the optimal values vec- tor. Let Wi be the subregion containing vi and corresponding to the vi-greedy strategies chosen in step 2 of the algorithm. Then Wi* /= *Wj for i* /= *j.*

Proof. Suppose that *Wi* = *Wj* = *Wσ,τ* for some *i < j*. We have *vi*+1 = *F* (*v*) and *vj*+1 = *F* (*v*') where *v* and *v*' are maximal solutions to the same set of linear constraints. Moreover, *v* ± *vi*+1 ± *vj* ± *v*' and therefore *v* = *v*'. It follows that *v* = *vi*+1 = *F* (*v*) so that *vi*+1 is the fixed point of *F* and hence, by Theorem [2.7](#_bookmark5), also the optimal values vector. This contradicts our assumption.

Observe that the maximal points of the subregions, found in step 3 of the algorithm, form a ±-monotonic sequence. Therefore the sequence of subre- gions traversed by the algorithm is a chain in a partial order induced by ±-wise ordering of maximal points of these subregions. We expect that the maximal length of such a chain is much smaller than the total number of subregions, but so far we are unable to prove this formally.

# Simplified Version

In each step of Algorithm 1 a linear optimization problem must be solved. This can be done in polynomial time but the solution can be costly to compute. In the next algorithm, we propose how to replace the linear optimization problem by much simpler computations at the expense of performing only sub-optimal improvements in each iteration.

Having the current valuation *vi* and a pair of *vi*-greedy strategies ⟨*σi, τi*⟩ we compute *v*˜*i* = *vσi,τi* which we call the limit vector. This limit vector sets a direction in which the current valuation is increased.

If ⟨*σi, τi*⟩ are *v*˜*i*-greedy then, by Proposition [2.8](#_bookmark6), they are optimal and the algorithm can terminate. Otherwise, we look for the maximal point *vt*∗ in the segment [*vi, v*˜*i*] such that ⟨*σi, τi*⟩ are still *vt*∗ -greedy and we take *vi*+1 = *F* (*vt*∗ ). Such a choice of *vi*+1 guarantees the convergence of the constructed sequence to *v*opt.

Proposition 4.1 *Suppose that v* ∈ *Wσ,τ and that v* ± *v*˜*. Let vt* = (1−*t*) *v*+*t v*˜ *for t* ∈ [0*,* 1]*. The maximal t*∗ *such that vt*∗ ∈ *Wσ,τ can be found in time O*(*K*) *where K is the number of edges in the game graph.*

Proof. For each position *x* we find *tx* such that strategy *σ*/*τ* is *vt*-greedy at

*x* for *t* ∈ [0*, tx*] in the following way. Let *x* ∈ *V*max have successors *y*1*,... , yk* and *σ*(*x*) = *y*1. Note that *v*0(*y*1) ≥ *v*0(*yj*) for all *j*, since *σ* is *v*-greedy at *x*. Inequality *vt*(*y*1) ≥ *vt*(*yj*) holds for all *t* ∈ [0*, tj*] where *tj* = *δj* · (*δj* − *δ*˜*j* )−1,

*δj* = *v*(*y*1) − *v*(*yj*) and *δ*˜ = *v*˜(*y*1) − *v*˜(*yj*) (if *δj* = *δ*˜ we put *tj* = 1). Strategy

*j*

*j*

*σ* is *vt*-greedy at *x* iff *vt*(*y*1) ≥ *vt*(*yj*) for all *j*. Hence *tx* = min*j tj*, and in the same way we can find *tx* for *x* ∈ *V*min. Clearly *t*∗ = min*x tx*.

This leads to the following algorithm.

Algorithm 2 *(improved iteration II)*

1. *Start with v*1 = *F* (0)*.*
2. *Find vi-greedy strategies* ⟨*σi, τi*⟩ *and the limit vector v*˜*i* = *vσi,τi. Stop if*

⟨*σi, τi*⟩ *are v*˜*i-greedy.*

1. *Let vt* = (1 − *t*) *vi* + *t v*˜*i. Find t*∗*, the maximal t such that* ⟨*σi, τi*⟩ *are*

*vt-greedy.*

1. *Take vi*+1 = *F* (*vt*∗ ) *and repeat.*

The convergence of the constructed sequence of valuations to the optimal values follows from Proposition [3.2](#_bookmark8) and the following lemma

Lemma 4.2 *Let v* ∈ *Wσ,τ and v*˜ = *vσ,τ . Let vt* = (1 − *t*) *v* + *t v*˜ *for t* ∈ [0*,* 1]*. If strategies* ⟨*σ, τ* ⟩ *are vt-greedy then vt* ∈ *Wσ,τ .*

Proof. We need to prove that *vt* ± *F* (*vt*). The limit vector *v*˜ = *vσ,τ* is a fixed point of *Fσ,τ* . From *v* ∈ *Wσ,τ* it follows that *F* (*v*)= *Fσ,τ* (*v*) and *v* ± *F* (*v*). By linearity and monotonicity of *Fσ,τ* we get

*vt* = (1 − *t*) *v* + *t v*˜ ± (1 − *t*) *Fσ,τ* (*v*)+ *t Fσ,τ* (*v*˜)= *Fσ,τ* (*vt*)= *F* (*vt*) *.*

The last equality follows from the assumption that ⟨*σ, τ* ⟩ are *vt*-greedy.

Proposition 4.3 *Algorithm 2 ﬁnds an optimal pair of strategies after at most an exponential number of iterations.*

Proof. Let *vi* be the sequence of valuations computed by Algorithm 2. As- suming *vi* ∈ *W* we see that *vi* ± *vt*∗ and, by Lemma [4.2](#_bookmark11), *vt*∗ ± *F* (*vt*∗ ). There- fore, by monotonicity of *F* , *vi*+1 = *F* (*vt*∗ ) ± *F* (*vi*+1) and hence *vi*+1 ∈ *W* .

Clearly *v*1 = *F* (0) ∈ *W* thus *vi* ∈ *W* for all *i*. Also, from *vi* ± *vt*∗ it follows that *F* (*vi*) ± *vi*+1 for all *i*. By Proposition [3.2](#_bookmark8), lim*i*→∞ *vi* = *v*opt.

We have *F* (*vi*) ± *vi*+1 ± *F* (*vi*+1) and *v*1 = *F* (0), hence *Fi*(0) ± *vi* ± *v*opt for all *i*. Thus the convergence rate of *vi* is no worse than the convergence rate of the sequence *Fi*(0).

As noted in the proof of Theorem [2.7](#_bookmark5), operator *FN* is *α*-contracting where *N* is the number of non-terminal positions in the game, *α* = (1−*m*)*N* and *m* is the least edge probability in the game board. It follows that for *i* = *O* (1*/m*)*N* the values *Fi*(0), hence also *vi*, are so close to the limit *v*opt that any *vi*- greedy strategies must be also *v*opt-greedy and thus optimal. At that point the algorithm will terminate.

Our experiments show that the number of iterations needed by Algorithm 2 to solve example games is slightly bigger but comparable with that of Algo-

rithm 1. Hence, in practice, replacing the exact solution of the linear con- straints problem by a heuristic choice of *vt*∗ seems to work well. Unfortunately, with this approach, the argument of Proposition [3.3](#_bookmark9) is no longer valid and, at least in principle, it is possible that Algorithm 2 traverses several times the same subregion during its search for the optimal values.

We note that a similar modification of the value iteration method is de- scribed in [[1](#_bookmark19)] in the context of Markov decision processes (i.e., single player stochastic games) as “generic rank-one corrections”. [5](#_bookmark13) In this scheme, the current valuation is increased along a fixed vector *d* in each iteration, so that *vi*+1 = *F* (*vi* + *γd*). However, the difficulty of this method lies in the correct choice of vector *d* which entails guessing the optimal values and correcting this guess during iterations.

In contrast, our algorithm uses the easily computable limit vector to deter- mine the direction in which to improve the current valuation in each iteration. We also use a simple and general criteria (Proposition [3.2](#_bookmark8)) which guarantees convergence of the modified sequence to the optimal values and works for single as well as two-player games.

# Strategy Improvement Algorithms

None of the known methods for solving simple stochastic games has satisfac- tory complexity analysis. It seems though, that one of the simplest methods, the strategy improvement, works particularly well in practice. We decided to use strategy improvement algorithms as yardsticks to measure efficiency of our new algorithms.

The strategy improvement method is based on improving an initial, ar- bitrary strategy for one player, say max, by updating it at nodes at which it doesn’t make optimal choices. Given a strategy *σ*, let *vσ*(*x*) be the best payoff player max can achieve in a game starting at *x* in which he uses *σ*. A position *x* ∈ *V*max is *switchable* if there exists a successor *y* of *x* such that *vσ*(*y*) *> vσ*(*x*). If this is the case, then the current strategy *σ* is updated to choose position *y* at *x*. After updating the current strategy at all switchable positions the whole process is repeated.

From this general schema we get different algorithms by using different methods for determining the values *vσ*(*x*). One method is to use the same strategy improvement technique to solve a one-player game resulting from fixing max choices according to the strategy *σ*. This leads to the following algorithm:

5 I would like to thank the anonymous referee for pointing out this reference.

Algorithm 3 *(strategy improvement I)*

1. *Choose arbitrary strategies σ and τ for* max *and* min*, respectively.*
2. *Find an optimal* min *counter-strategy for σ by updating τ in the following process:*
   1. *compute vσ,τ by solving linear equations v* = *Fσ,τ* (*v*)*,*
   2. *for any* min *position x having a successor y such that vσ,τ* (*y*) *< vσ,τ* (*x*) *set τ* '(*x*)= *y,*
   3. *set τ* '(*x*)= *τ* (*x*) *for all remaining x* ∈ *V*min*,*
   4. *if τ* ' /= *τ then set τ* ← *τ* ' *and repeat from (b).*
3. *Update strategy σ based on the valuation vσ,τ . That is, for any x* ∈ *V*max *if x has a successor y with vσ,τ* (*y*) *> vσ,τ* (*x*) *then set σ*'(*x*)= *y. Otherwise set σ*'(*x*)= *σ*(*x*)*.*
4. *If σ*' = *σ then strategies σ and τ are optimal. Otherwise set σ* ← *σ*' *and repeat from 2.*

The advantage of this version of the algorithm is its simplicity. Besides solving the system of linear equations, one needs only to compare values of game positions and update strategies accordingly. On the other hand, nothing is known about the worst case complexity of this method. In principle, each improvement of the max strategy *σ* can cost exponentially many iterations of the inner loop in step 2. But in practice , despite its simplicity, the algorithm performs surprisingly well.

The other version of the algorithm uses linear programming to find payoffs *vσ*(*x*) in polynomial time. Determining the optimal values of a single-player stochastic game, also known as a Markov decision process, by solving a sys- tem of linear constraints is a well established technique which can be directly applied here.

Algorithm 4 *(strategy improvement II)*

1. *Choose arbitrary strategy σ for* max*.*
2. *Find expected payoffs vσ for player* max *using strategy σ by solving the following optimization problem: maximize x vσ*(*x*) *under constraints*

Σ

*vσ*(*x*) ≤ *v*¯*σ*(*y*) *for x* ∈ *V*min *and x* → *y,*

*vσ*(*x*)= *v*¯*σ* *σ*(*x*) *for x* ∈ *V*max*, vσ*(*x*)= Σ *q*(*x, y*) *v*¯*σ*(*y*) *for x* ∈ *V*avg*,*

*x*→*y*

*vσ*(*x*) ≤ 1 *for all x.*

*SN n*
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Fig. 2. Sorting games *SG n*. For readibility edges connecting each average position *xi* to the corresponding “output position” *yi* were omited.

1. *Update strategy σ to σ*' *based on the valuation vσ found in 2.*
2. *If σ*' = *σ then vσ* = *v*opt*. Otherwise set σ* ← *σ*' *and repeat from 2.*

As with our algorithms, each iteration of Algorithm 4 takes a polynomial time. But we note again, that the cost of solving linear constraint problems can be high in practice.

# Experiments

We tested our algorithms on a family of simple stochastic games which we call sorting games. These games seem to be non-trivial for solving by various methods.

A sorting game board *SGn* has *n* average positions *x*1*,... , xn* and *n* sinks *s*1*,... , sn*. The strategic positions of *SGn* are arranged into a sorting net- work *SN n* which copies values of the average nodes to the “output” positions *y*1*,... , yn*, sorting them into increasing order. Figure [2](#_bookmark14) shows how the sorting network *SN n* is constructed from *SN n*−1. As can be easily seen, network *SN n* consists of *n*(*n* − 1) nodes and hence board *SGn* has *n*2 non-terminal positions and *n* sinks. Each average position *xi* in *SGn* is connected to the sink *si* with probability 1*/*2*i* and to the corresponding position *yi* with probability 1−1*/*2*i*. For games *SG* 3, *SG*4 and *SG* 5 we searched for sink payoffs which make the algorithms perform a large number of iterations. We abstracted from the details of the implementation of the algorithms and we compared only the

number of iterations each algorithm needs to solve a game. This means that we treated solving a linear constraint problem as an atomic operation. For Algorithm 3 we counted the total number of strategy updates, taking into account also the costs of the inner loop of step 2.

Results of our experiments are presented in Table [1](#_bookmark16).

Table 1

Number of iterations taken by each of the algorithms on example sorting games.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ex. no. | no. of game  positions | Alg. 1 | Alg. 2 | Alg. 3 | Alg. 4 |
| 1 | 16 | 2 | 3 | 6 | 2 |
| 2 | 16 | 3 | 6 | 7 | 2 |
| 3 | 16 | 4 | 7 | 7 | 3 |
| 4 | 16 | 2 | 4 | 8 | 3 |
| 5 | 25 | 3 | 6 | 7 | 2 |
| 6 | 25 | 2 | 5 | 8 | 2 |
| 7 | 25 | 4 | 8 | 9 | 3 |
| 8 | 25 | 6 | 9 | 10 | 3 |
| 9 | 36 | 4 | 14 | 10 | 3 |
| 10 | 36 | 8 | 6 | 11 | 4 |
| 11 | 36 | 5 | 9 | 16 | 4 |
| 12 | 36 | 7 | 6 | 18 | 5 |

# Summary

We present two algorithms for determining optimal values and strategies in a simple stochastic game. The algorithms search for the solution of the local optimality equations in the set *W* of feasible valuations. Search space *W* is divided into subregions *Wσ,τ* corresponding to different pairs of strategies. Our first algorithm uses linear optimization techniques to advance to a new subregion in each iteration. The second algorithm replaces exact solutions of the optimization problems by easily computable heuristics.

We prove correctness of both algorithms. A single iteration of each of the algorithms can be done in a polynomial time. Hence the complexity of the algorithms depends mainly on the number of iterations required to find the solution. We provide exponential bounds for this number and give some indications why it could be much smaller in practice.

We also tested our algorithms on example games and compared them with the well known method of strategy improvement. We demonstrate that in practice their performance is similar.

Our main contribution is a new technique for finding the optimal values of a simple stochastic game which is comparable with the strategy improvement method. The technique is based on a geometric interpretation of node valua- tions as points in the hyper-cube [0*,* 1]*N* and identification of player strategies with the subregions of this cube. In this setting we show a different method for improving the current pair of strategies by advancing from one subregion to the other in a monotonic way.
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