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Abstract

Time stamps were introduced in Shivers’s PhD thesis for approximating the result of a control-flow analysis. We show them to be suitable for computing program analyses where the space of results (e.g., control-flow graphs) is large. We formalize time-stamping as a top-down, fixed-point approximation algorithm which main- tains a single copy of intermediate results. We then prove the correctness of this algorithm.

# Introduction

* 1. *Abstract interpretation and fixed-point computation*

Abstract interpretation [6,10] is a framework for systematic derivation of pro- gram analyses. In this framework, the standard semantics of a program is approximated by an abstract semantics. The abstract semantics simulates the standard semantics and is used to extract properties of the actual run- time behavior of the program.

Abstract interpretation often yields program analyses specified by a set of recursive equations. Formally, the analysis is defined as the least fixed point of a functional over a specific lattice. Analyzing a program then amounts to computing such a least fixed point. The design and analysis of algorithms for computing least fixed points has thus become a classic research topic.

This article presents a top-down algorithm that computes an approximate solution for a specific class of program analyses. This class includes analyses of programs with dynamic control-flow, namely programs whose control-flow is determined by the run-time values of program variables. Such programs are common, for instance, in higher-order and object-oriented languages.
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The common problem of analyzing programs with dynamic control flow is to compute a static approximation of the dynamic control-flow graph. The flow information is usually represented as a table mapping each program point to the set of points that form possible outgoing edges from that point. The analysis may compute flow information either as a separate phase, or as an in- tegral component of the abstract interpretation. In any case, flow information is itself computed as a least fixed point of a functional.

An algorithm for computing a solution of such an analysis is met with a difficult practical constraint: due to the potential size of the control-flow graph embedded in the result of the analysis, one cannot afford to maintain multiple intermediate results. The time-stamps-based algorithm considered here only needs to maintain a single intermediate analysis result throughout the computation.

* 1. *The time-stamping technique*

The time-stamping technique has been previously introduced in Shivers’s PhD thesis [19] on control-flow analysis for Scheme, based on ideas from Hudak and Young’s “memoized pending analysis” [20]. Using time stamps Shivers implements a top-down algorithm which computes an approximation of the semantic specification of the analysis and which does not maintain multiple intermediate results. The termination of the algorithm relies on the required monotonicity of the abstract semantics and on the use of time stamps on abstract environments. The algorithm yields an approximation by using in- creasingly approximate environments on the sequential analysis of program paths.

To our knowledge, Shivers’s thesis contains the only description of the time-stamping technique. The thesis provides a formal account of some of the transformations performed on the abstract control-flow semantics in order to obtain an efficient implementation (as, for instance, the “aggressive cutoff” approach). The introduction of time stamps, however, remains only informally described. In particular, his account of the time-stamps algorithm [19, Chap- ter 6] relies on the property that the recursion sets computed by the modified algorithm are included in the recursion sets computed by the basic algorithm. Such property relies on the monotonicity of the original semantics, and the relationship with the algorithm modified to use a single-threaded environment remains unclear.

Our work:

We formalize the time-stamps-based approximation algorithm as a generic fixed-point approximation algorithm, and we prove its correctness.

* 1. *Overview*

The rest of the article is organized as follows: In Section 2 we describe the time-stamps-based approximation algorithm. In Section 2.1 we define the class

of recursive equations on which the algorithm is applicable. In Section 2.2 we describe the intuition behind the time stamps. We proceed in Section 3 to formalize the time-stamps-based algorithm (Section 3.1) and prove its correct- ness (Section 3.2). In Section 3.3 we estimate the complexity of the algorithm. In Section 4 we show how to extend the algorithm to a wider class of analyses. In Section 5 we review related work and in Section 6 we conclude.

# The time-stamps-based approximation algorithm

* 1. *A class of recursive equations*

We consider a class of recursive equations that model a program analysis by abstract interpretation. The analysis gathers information about a program by simulating its execution. Abstracting the details, we consider that a given program *p* induces a finite set of program points *Lab*. Transitions from a program point to another are modeled as directed edges in the graph. The

analysis collects information as an element *ρ*^ of a complete lattice *A* (we

assume that *A* has finite height). Typically, such analysis information is in the form of a cache collecting information about program points and variables.

In our setting, at a program point *l* ∈ *Lab*, with intermediate analysis information *ρ*, the result of the analysis is computed from local analysis in- formation together with the union of the results obtained by analyzing all possible outgoing paths. For instance, the analysis of a branching statement, when the result of the boolean condition is unknown, may be obtained as the union of the analysis of both branches. In higher-order languages, the analysis of a function call (*e*0 *e*1) may be obtained as the union of the analysis of calls to all functions that the expression *e*0 can evaluate to.

^

The choice of a specific outgoing edge may determine a specific update of the analysis information. For instance, after choosing one of the functions that may be called at an application point, one updates the information asso- ciated to the formal parameter with the information associated to the actual parameter.

We consider therefore that local analysis information is defined by a mono- tone function *B* : (*Lab* × *A*) → *A*. We also consider that the analysis informa- tion associated with the transition from a program point to another is defined by a monotone function *V* : (*Lab* × *Lab* × *A*) → *A*. Such functions can model, for instance, Sagiv, Reps and Horowitz’s environment transformers [17], but they can also model monotone frameworks [12,13]. Transition information is added into the already computed analysis information, in a collecting analy- sis [6,18] fashion.

To model dynamic control flow, we consider that, at a specific node *l* and in the presence of already computed analysis information *ρ*, the set of possible future nodes is described by a monotone function *R* : (*Lab* × *A*) → P(*Lab*): transitions are obtained from the current node *l* and the elements of *R*(*l, ρ*^).

^

A generic analysis function *F* : (*Lab* × *A*) → *A* may therefore be defined by the following recursive equation:

*F* (*l, ρ*)= *B*(*l, ρ*) H .

^ ^

*l*'∈*R*(*l,ρ*^)

*F* (*l*'*, ρ*^ H *V* (*l, l*'*, ρ*^))*,* (∗)

If the functions *B*, *R* and *V* are monotone on *ρ* (*Lab* is essentially a flat domain), it can be easily shown that Equation (∗) has solutions. Given the starting point of the program *l*0 and some initial (possibly empty) analysis information *ρ*0, we are interested in computing a value *F* (*l*0*, ρ*0), where *F* is the least solution of Equation (∗).

^

^ ^

It is usually more expensive to compute the entire function *F* as the least solution of Equation (∗). Naturally, we only want to implement a program that computes the value of *F* (*l*0*, ρ*0). Naturally, in order to compute a value *F* (*l, ρ*), one needs to control termination (repeating sequences of pairs (*l, ρ*) might appear) and one also needs to save intermediate copies of the current analysis information *ρ* when the current node *l* has multiple outgoing edges.

^

^ ^

^

Memoization is a solution for controlling termination. When the space of analysis results is large, however, the cost of maintaining the memoiza- tion table, coupled with the cost of saving intermediate results, leads to a prohibitively expensive implementation. We can use Shivers’s time-stamping technique [19] to solve these two problems, as long as we are satisfied with an approximation of *F* (*l*0*, ρ*^0).

* 1. *The intuition behind time stamps*

We present a pseudo-code formulation of the algorithm which informally de- scribes the time-stamping technique. We will properly formalize the algorithm and prove its correctness in Section 3.

We assume that we are given an instance of the analysis specified by the functions *B*, *R* and *V* (which we assume that are computable). The pseudo- code of the time-stamps-based approximation algorithm is given in Figure 1. The time-stamps-based algorithm uses a time counter *t* (initialized with 0) and a table *τ* which associates to each program point *l* a time stamp *τ* [*l*], initialized with 0. We compute the result of the analysis into a global variable *ρ*, initialized with *ρ*0. In essence, the function *F* ' is obtained by lifting the *ρ* parameter out of the *F* function.

^ ^ ^

The time counter *t* and the time-stamps table *τ* (modeled as an array of integers) are also global variables. The function *U* updates the global analysis with fresh information: if new results are obtained, the time counter is incremented before they are added in the global analysis. The function *F* ' implements the time-stamps-based approximation. To approximate the value of *F* (*l*), we first compute the local information *B*(*l, ρ*) and add the result into the global analysis. We then compute the set of future nodes *R*(*l, ρ*). For each future node *l*' ∈ *R*(*l, ρ*^), *sequentially*, we compute the execution information

^

^

global *ρ*^ : *A,t* : N*,τ* : N array

proc *U* (*ρ*

^ )= if *ρ*

1

^ /± *ρ*

1

^ then *t* := *t* + 1; *ρ*^ := *ρ*^ H *ρ*

^

1

proc *F* '(*l*)= if *τ* [*l*] /= *t* then

*τ* [*l*] := *t*;

foreach *l*' in *R*(*l, ρ*^)

*U* (*B*(*l, ρ*^));

*U* (*V* (*l, l*'*, ρ*^)); *F* '(*l*')

Fig. 1. Time-stamps-based approximation algorithm

*V* (*l, l*'*, ρ*) along the edge (*l, l*'), we add its result to *ρ* and we then call *F* '(*l*'). Because all the calls to *F* ' on the second or later branches are made with a possibly larger *ρ*, an approximation may occur.

^

^ ^

Each time *ρ* is increased by addition of new information, we increment the time counter. Each time we call *F* ' on a program point *l*, we record the current value of the time counter in the time-stamps table at *l*’s slot, i.e., *τ* [*l*] := *t*. We use the time-stamps table to control the termination. If the function *F* ' is called on a point *l* such that *τ* [*l*]= *t*, then there has already been a call to *F* ' on *l*, and the environment has not been updated since. Therefore, no fresh information is going to be added to the environment by this call, and we can simply return without performing any computation.

^

Such correctness argument is only informal, though. In his thesis, Shiv- ers [19] makes a detailed description of the time-stamps technique in the con- text of a control-flow analysis for Scheme. He proves that memoization (the so-called “aggressive cutoff” method) preserves the results of the analysis. The introduction of time-stamps and the approximation obtained by collecting re- sults in a global variable remain only informally justified. In the next section we provide a formal description of the time-stamps-based approximation al- gorithm and we prove its correctness.

# A formalization of the time-stamps-based algorithm

* 1. *State-passing recursive equations*

We formalize the algorithm and the time-stamping technique as a new set of recursive equations. The equations describe precisely the computational steps of the algorithm. They are designed such that their solution can be immediately related with the semantics of an implementation of the algorithm from Figure 1 in a standard programming language. In the same time, they define an approximate solution of Equation (∗) on the page before. We prove that the solution of the new equations is indeed an approximation of the original form.

The equations are modeling a state-passing computation. The global state

*F* '(*l,* (*ρ*^*, τ, t*)) = if *τ* (*l*)= *t* then (*ρ*^*, τ, t*)

else let

{*l*1*, ..., ln*} = *R*(*l, ρ*^)

(*ρ*

(*ρ*^0*, τ*0*, t*0)= *U* (*B*(*l, ρ*^)*,* (*ρ*^*, τ* [*l* '→ *t*]*, t*))

^ *, τ , t* )= *F* (*l , U* (*V* (*l, l , ρ*

'

1 1 1

1

1 0 0 0 0

.

^ )*,* (*ρ*^ *, τ , t* )))

(*ρ*

^ *, τ , t* )= *F* (*l , U* (*V* (*l, l , ρ*

'

*n n n*

*n*

*n n*−1 *n*−1 *n*−1 *n*−1

^

)*,* (*ρ*

^

*, τ*

*, t*

)))

*U* (*ρ*^1*,* (*ρ*^*, τ, t*)) = if *ρ*^1 /± *ρ*^ then (*ρ*^ H *ρ*^1*, τ,t* + 1) else (*ρ*^*, τ, t*)

Fig. 2. Time-stamps-based approximation equation

in (*ρ*^*n, τn, tn*)

of the computation contains the analysis information *ρ*, the time-stamps table *τ* and the time counter *t*. The time-stamps table is modeled by a function *τ* ∈ *Lab* → N:

^

(*ρ*^*, τ, t*) ∈ *States* = (*A* × (*Lab* → N) × N)

Unlike in the standard denotational semantics, we consider N with the usual ordering on natural numbers. Therefore *States* is an infinite domain containing infinite ascending chains. To limit the height of ascending chains, we restrict the space to reflect more precisely the set of possible states in the computation:

*States* = {(*ρ*^*, τ, t*) ∈ (*A* × (*Lab* → N) × N) | *t* ≤ *h*(*ρ*^) ∧ ∀*l* ∈ *Lab.τ* (*l*) ≤ *t*}

Here the function *h*(*ρ*) defines “the length of the longest chain of elements of

^

*A* below *ρ*”.

^

Informally, the restriction accounts for the fact that we increment *t* each time we add information into *ρ*. Starting from *ρ* = ⊥ and *t* = 0, *t* is always smaller than the longest ascending path from bottom to *ρ* in *A*. The second condition accounts for the fact that the time-stamps table records time stamps smaller than or equal to the value of the time counter.

^

^ ^

The recursive equations that define the time-stamps approximation are stated in Figure 2. They define a function *F* ' : (*Lab* × *States*) → *States* that models a state-passing computation. It is easy to show that *U* : (*A*×*States*) → *States* is well-defined (on the restricted space of states). The existence of solutions for the equations from Figure 2 can then be easily established, due to the monotonicity of *B*, *V* and *R*.

Note that the order in which the elements of the set of future nodes *R*(*l, ρ*) are processed remains unspecified. This aspect does not affect our further

^

development, while leaving room for improving the evaluation strategy.

The main reason for the restriction on the states and for the non-standard semantics is that we restrict the definition of the function to the strictly- terminating instances. It is easy to show that *F* ' terminates on any initial program point and initial state. In fact, such initial configuration determines a trace of states which we use to show that the function *F* ' computes a safe approximation of the analysis.

* 1. *Correctness*

The correctness of the time-stamps-based algorithm, i.e., the fact that it com- putes an approximation of the function defined by Equation (∗) on page 4, is established by the following theorem.

Theorem 3.1 *For any l* ∈ *Lab and ρ*^ ∈ *A:*

*F* (*l, ρ*^) ± *π*1(*F* (*l,* (*ρ*^*, λl.*0*,* 1)))

'

The theorem is proven in two steps. First, we show that using time stamps to control recursion does not change the result of the analysis. In this sense, we consider an intermediate equation defining a function *F* '' : (*Lab* ×*States*) → *A*.

*F* ''(*l,* (*ρ*^*, τ, t*)) = if *τ* (*l*)= *t* then ⊥

else *B*(*l, ρ*) H .

^

*l*'∈*R*(*l,ρ*^)

*F* ''(*l*'*, U* (*V* (*l, l*'*, ρ*^)*,* (*ρ*^*, τ* [*l* '→ *t*]*, t*)))

We show that the function *F* '' computes the same analysis as the function defined by Equation (∗).

Lemma 3.2 *Let l* ∈ *Lab be a program point and* (*ρ, τ, t*) ∈ *States. Let S* =

^

{*l*' ∈ *Lab*|*τ* (*l*')= *t*}*. Then we have:*

*F* ''(*l,* (*ρ*^*, τ, t*)) H . *F* (*l*'*, ρ*^)= *F* (*l, ρ*^) H . *F* (*l*'*, ρ*^)

*l*'∈*S*

*l*'∈*S*

Lemma 3.2 is proved using a well-founded induction on states, based on the observation that *F* '' calls itself on arguments strictly above the original (in the space of states). As an instance of the Lemma 3.2 we obtain:

Corollary 3.3

∀*l* ∈ *Lab, ρ*^ ∈ *A.F* (*l, ρ*^)= *F* ''(*l,* (*ρ*^*, λl.*0*,* 1))

We show that the time-stamps algorithm computes an approximation of the function *F* ''.

Lemma 3.4

∀ (*ρ*^*, τ, t*) ∈ *States,l* ∈ *Lab.F* ''(*l,* (*ρ*^*, τ, t*)) ± *π*1(*F* '(*l,* (*ρ*^*, τ, t*)))

The proof of Lemma 3.4 relates the recursion tree from the definition of function *F* '' and the trace of states in the computation of *F* '. In essence, the value of *F* ''(*l,* (*ρ, τ, t*)) is defined as the union of a tree of values of the form *B*(*li, ρi*). We show by induction on the depth of the tree that each of these values is accumulated in the final result at some point on the trace of states in the computation of *F* '. The complete proof of Lemma 3.4 is presented in an extended version of this paper.

^

^

Combining the two lemmas we obtain the statement of Theorem 3.1.

Despite the non-standard ordering and domains used when defining the solutions of the equations in Figure 2, showing that the function *F* ' agrees on the starting configuration with a standard semantic definition of the algorithm in Figure 1 is trivial and is not part of the current presentation.

* 1. *Complexity estimates*

Let us assume that computing the function *U* takes *m* time units, and that *B*, *R* and *V* can be computed in constant time (one time unit). The time- counter can be incremented at most *h*(*A*) times, where the function *h* defines the height (given by the longest ascending chain) of the lattice *A*. In the worst case, between two increments, each edge in the graph may be explored, and for each edge we might spend *m* time units in computing the *U* function. Thus, computing *F* '(*l,* (*ρ, λl.*0*,* 1)) has a worst-case complexity of *O*(|*Lab*|2·*m*·*h*(*A*)). Space-wise, it is immediate to see that at most two elements of *A* are in memory at any given time: the global value *ρ* and one temporary value created at each call of *B* or *V* . The temporary value is not of a concern though: in most usual cases, the size of the results of *B* or *V* is one order of magnitude

^

^

smaller than the size of *ρ*.

^

The worst-case space complexity is also driven by the exploration of edges. It is immediate to see that each edge might be put aside between two updates of the global environment. Denoting with *S*(*A*) the size of an element in *A*, the worst-case space complexity might be *O*(*S*(*A*)+ |*Lab*|2 · *h*(*A*)). It seems apparent however that many of the edges put aside are redundant. We are currently exploring possibilities of avoiding some of these redundancies.

# An extension

The time-stamps method has originally been presented in the setting of flow analysis of Scheme programs in continuation-passing style (CPS) [19]. Indeed, the formulation of Equation (∗) on page 4 facilitates the analysis of a com- putation that “never returns” or, otherwise said, of an analysis function that has a tail-recursive formulation.

There is no particular reason for which the time-stamps technique may not be extended to non-tail-recursive analyses. We show how the time-stamps technique can be extended to a flow analysis of higher-order languages which

has a non-tail-recursive formulation.

In their paper on CPS versus direct style in program analysis [16], Sabry and Felleisen also suggest using a memoization technique for computing the result of their constant propagation for a higher-order language in direct style. The constant-propagation analysis has a non-compositional, non-tail recursive definition. Indeed, in order to model the analysis of a term like let *x* = *V*1 *V*2 in *M* , Sabry and Felleisen’s analysis explores all possible func- tions that can be called in the header of the let, joins the results and, after- wards, analyzes the term *M* .

We can apply the time stamps technique to Sabry and Felleisen’s analysis in order to compute an approximate solution more efficiently. We consider equations of the following form:

*F* (*l, ρ*^)= let *ρ*^1 = *B*(*l, ρ*^) H .*l*'∈*R*(*l,ρ*^) *F* (*l*'*, ρ*^ H *V* (*l, l*'*, ρ*^))

in *B*'(*l, ρ*^1) H .*l*'∈*R*'(*l,ρ*^ ) *F* (*l*'*, ρ*^1 H *V* '(*l, l*'*, ρ*^1))

1

The algorithm is straightforwardly extended to account for the second call with another iteration over *R*'(*l, ρ*1). The proof of correctness extends as well. It is remarkable that despite the more complicated formulation of the equations, the complexity of the algorithm remains the same, due to the bounds imposed by the time-stamps.

^

The benefit of applying the time-stamps-based algorithm to Sabry and Felleisen’s analysis is that it yields a more efficient algorithm than their pro- posed memoization-based implementation (for the reasons outlined in Sec- tion 2.1). The approximation obtained is still precise enough. In particular, the time-stamps-based analysis is able to distinguish returns. Consider for instance the following example (also due to Sabry and Felleisen):

let *f* = *λx.x x*1 = *f* 1 *x*2 = *f* 2

in *x*1

The time-stamps-based analysis computes a solution in which *x*1 (and, there- fore, the result of the entire expression) is bound to 1, and *x*2 is bound to T. In contrast, a monovariant constraint-based data-flow analysis [13] computes a solution in which both *x*1 and *x*2 are bound to T.

Formally, it is relatively easy to show that the time-stamps-based constant propagation always computes a result at least as good as a standard mono- variant constraint-based data-flow analysis. The details are omitted from this article. Note that the improvement in the quality over the constraint-based analysis comes at a price in the worst-case time and space complexity.

# Related work

A number of authors describe algorithms for computing least fixed points as so- lutions to program analyses using chaotic iteration, which are also adapted to compute approximation using widenings or narrowings [6]. O’Keefe’s bottom- up algorithm [14] has inspired a significant number of articles, where the convergence speed is improved using refined strategies on choosing the next iteration, or exploiting locality properties of the specifications [1,11,15].

Such algorithms have also been applied to languages with dynamic con- trol flow. Chen, Harrison and Yi [4] developed advanced techniques such as “waiting for all successors”, “leading edge first”, “suspend evaluation”, which improve the behavior of the bottom-up algorithm when applied to such lan- guages. In a subsequent work [3], the authors use reachability information to implement a technique called “context projection” which reduces the amount of abstract information associated to each program point. In contrast, time stamps approximate the solution, by maintaining only one global context com- mon to all program points.

Other algorithms that address languages with dynamic flow have been de- veloped in the context of strictness analysis. Clack and Peyton-Jones [5] have introduced the frontier-based algorithm. The algorithm reduces space usage by representing the solution only with a subset of relevant values. The tech- nique has been developed for binary lattices. Hunt’s PhD thesis [9] contains a generalization to distributive lattices.

The top-down vs. bottom-up aspects of fixed-point algorithms for abstract interpretation of logic programs have been investigated by Le Charlier and Van Hentenryck. The two authors have developed a generic top-down algorithm fixed-point algorithm [2], and have compared it with the alternative bottom- up strategy. The evaluation strategy of their algorithm is similar to the time- stamps-based one in this article. In contrast, however, since their algorithm precisely computes the least fixed point, it also maintains multiple values from the lattice of results.

Fecht and Seidl [7] design the time-stamps solver “WRT” which combines the benefits of both the top-down and bottom-up approaches. The algorithm also uses time stamps, in a different manner though: the time stamps are used to interpret the algorithm’s worklist as a priority queue. Our technique uses time stamps simply to control the termination of the computation. In a sequel paper [8], the authors derive a fixed-point algorithm for distributive constraint systems and use it, for instance, to compute a flow graph expressed as a set of constraints.

# Conclusion

We have presented a polynomial-time algorithm for approximating the least fixed point of a certain class of recursive equations. The algorithm uses time

stamps to control recursion and avoids duplication of analysis information over program branches by reusing intermediate results. The time-stamping technique has originally been introduced by Shivers in his PhD thesis [19]. To the best of our knowledge, the idea has not been pursued. We have presented a formalization of the technique and we have proven its correctness.

Several issues regarding the time-stamps-based algorithm might be worth further investigation. For instance, it is noticeable that the order in which the outgoing edges are processed at a certain node might affect the result of the analysis. Designing an improved strategy for selecting the next node to be processed is worth investigating. Also, as we observed in Section 3.3, an edge might be processed several times independently, each time with a larger analysis information. This suggests that some of the processing might be redundant. We are currently investigating such a possible improvement of the algorithm, and its correctness proof.
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