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1. NeRF领域（文章说以下方法都不能泛化unseen identities during inference和time-consuming optimization，但是D-NeRF可以重演啊？耗时优化指的是什么？）

**1)**Many works [2; 3; 4; 19; 20; 21; 23; 31; 42; 43; 54; 55; 72; 73; ] attempt to apply NeRF to human portrait reconstruction and animation by extending it from static scenes to dynamic portrait videos. Although these methods demonstrate realistic reconstruction results, they inefficiently learn separate networks for different identities and require thousands of frames from a specific individual for training.
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**2)** Another line of works focus on generating a controllable 3D head avatar from **random noise** [33; 40; 50; 51; 53; 61; 62; 75].
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**3)** Intuitively, 3D face reconstruction and animation could be achieved by combining these generative methods with **GAN inversion** [18; 47; 60; 64]. However, the individual optimization process for each frame during GAN inversion is computationally infeasible for real-time performance in applications such as video conferencing.
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**4)** Meanwhile, several works [6; 13; 56; 66;] focus on reconstructing 3D avatars from **arbitrary input images**, but they cannot animate or reenact these avatars.
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**ROME** method [29] combines a learnable neural texture with explicit FLAME meshes [36] to reconstruct a 3D head avatar, encompassing areas beyond the face region. However, using meshes as the 3D shape representation prevents the model from producing high-fidelity geometry and appearance details.

Instead of using explicit meshes as 3D representation, the ***HeadNeRF [24] and MofaNeRF*** methods learn **implicit neural networks** that take 3DMM parameters (i.e. identity and expression coefficients or albedo and illumination parameters) as inputs to predict the density and color for each queried 3D point.

Additionally, the **OTAvatar [38]** method proposes to disentangle latent style codes from a pre-trained 3D-aware GAN [9] into separate motion and identity codes, enabling facial animation by exchanging the motion codes.

Nonetheless, all three models [24; 76; 38] require laborious test-time optimization, and struggle to reconstruct photo-realistic texture details of the given portrait image presumably because they encode the appearance using a compact latent vector.

In this paper, we propose the first 3D head neural avatar animation work that not only generalizes to unseen identities without test-time optimization, but also captures intricate details from the given portrait image, surpassing all previous works in quality.

1. 基于3DMM 显性重建mesh几何

numerous methods have been proposed to represent the shape and motion of human faces by 3D Morphable Models (3DMMs) [1; 36; 16; 7; 35].

Building upon 3DMMs, many works have been proposed to reconstruct and animate human faces by estimating the person-specific parameters given a single-view portrait image [14; 17; 11; 34].

In this work, we present a method that effectively exploits the strong prior in 3DMMs while addressing its geometry and texture fidelity limitation by employing neural radiance fields [39; 5; 41].*39是经典NeR，5/41也是神经辐射场的一种。F*

（3）2D GAN

The impressive performance of Generative Adversarial Networks (GANs) [22] spurred another line of head avatar animation methods [57; 65; 67; 48; 46; 70; 15].

本文改进点：

In this paper, we present a framework aiming at a more practical but challenging scenario – given an unseen single-view portrait image, we reconstruct an implicit 3D head avatar that not only captures photo-realistic details within and beyond the face region, but also is readily available for animation without requiring further optimization during inference.