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**会议介绍**

ICPP是国际并行处理会议，为学术界，工业界和政府的工程师和科学家提供了一个论坛，以介绍他们在并行和分布式计算各个方面的最新研究成果。ICPP2020将在加拿大艾伯塔省埃德蒙顿的艾伯塔大学校园内举行。ICPP是最古老的计算机科学会议之一，并且是展示并行处理各个方面的最新研究的主要场所。ICPP2020论文感兴趣的主题包括但不限于：

算法：并行和分布式算法，并行和分布式组合与数值方法，用于并行和分布式应用程序和平台的调度算法，用于并行和分布式机器学习的算法创新。

应用程序：并行和分布式应用程序，可扩展数据分析和应用机器学习，计算和数据驱动的科学与工程。

体系结构：并行计算的微体系结构，并行计算机体系结构和加速器设计，数据中心/仓库计算体系结构，机器学习体系结构，网络体系结构支持，新内存技术，近内存计算，边缘计算体系结构，可靠性和安全性体系结构支持。

性能建模和评估：并行或分布式计算的性能建模，并行或分布式系统的性能评估；仿真模型；分析模型；基于测量的评估。

系统软件：并行和分布式编程语言和模型，编程系统，编译器，库，编程基础结构和工具，操作系统和实时系统，中间件，用于机器学习的系统软件。

**论文背景介绍**

随着磁盘快速扩展，磁盘故障已成为一个主要问题。数据中心的存储系统。基于SMART（自我监控，分析和报告技术）属性，许多研究人员使用机器学习技术来推导磁盘故障预测模型。尽管取得了重大进展，但大部分作品依赖离线培训，从而阻碍他们适应持续更新即将出现的数据，存在“模型”老化”的问题。因此，我们有动力发掘根源原因–针对“模型老化”的动态SMART分布，旨在解决性能下降，为全面铺平道路在实践中学习。在本文中，我们介绍了一种新颖的磁盘故障预测模型使用在线随机森林（ORF）。我们基于ORF的模型可以随着数据的连续到达而自动演进因此高度适应SMART分布在时间。此外，就出色的预测性能而言，它对离线国家/地区具有有利的优势。实验真实数据集上的数据表明，我们的ORF模型快速收敛到离线随机森林并实现稳定的故障检测误报率较低，误码率在93-99％。此外，我们展示了我们的方法保持稳定预测的能力数据中心长期使用的性能。

**主流研究的两个方向：**

关于存储改进的研究不断增长系统可靠性主要分为两个方面。一是反应性故障容限技术，在出现故障后重建数据通过设计擦除代码和数据冗余机制，磁盘故障。但是，它可能会影响磁盘的读/写操作并降低整体系统性能。相反，主动容错技术利用磁盘的过去行为，在实际发生故障之前执行预测。自我监控，分析和报告技术（SMART）就是这样一种方法，它可以检测并报告各种驱动器可靠性指标，例如，重新分配的扇区数，负载周期，寻道率错误，读取错误。通过采用统计和机器学习技术，各种基于SMART属性的主动磁盘不断提出故障预测模型，并且近年来变得越来越流行。

**传统方法的缺点**

根据固定时间段内的历史数据，离线通过以上主动方法进行培训和评估。请注意，模型在早期阶段的表现非常出色应用阶段。但是，预测效果将是随着时间的流逝，它的性能大大降低。我们提到这个严重的问题与当前离线模型相关联，称为“模型老化”。为了更深入地了解模型老化的根本原因，进行初步实验以模拟实际长期使用。得出[14]的一致结果是顺序收集的数据将逐渐改变累积SMART属性的基础分布，从而使模型会随着时间的流逝而失去有效性，不足以进行预测未来的SMART数据。更具体地说，累积属性例如重新分配的扇区数，上电时间记录磁盘整个生命周期中的累积事件通常用于作为磁盘故障的有力指标。

**主要问题一——如何标记样本**

时间，而相应的样本只有在发生磁盘故障之前才能被标记为正样本。为此，我们介绍一种自动在线标签方法，用于存储收集的样本每个磁盘的最近时间（例如一个星期）内在系统中。这些存储的样本将保持未标记状态，除非磁盘故障确实发生或有新样本到达。磁盘发生故障时属于故障磁盘的未标记样本将被标记为正数并删除。所有过时的样本将被标记为阴性，并由新收集的样本代替。一旦样品被标记，它们将用于更新模型。

**主要问题二——解决决策树的不平衡问题**

故障磁盘和普通磁盘之间的不平衡比率，因为磁盘故障相对少见，并且仅磁盘故障帐户仅占所有磁盘的一小部分。根据现实世界的数据集[19]，阴性样品的数量可以是数百到数千次比积极的要多。在离线模式下，不平衡情况可以通过对整个负数进行下采样来解决训练设置为接近正数的大小课[20]。但是，在在线模式下，会收集训练样本随着时间的流逝，这使得采样变得不可能。我们从中吸取灵感在线装袋法[21]并提出了可行的解决方案正样本和负样本的顺序到达是以两个不同速率参数的泊松分布为模型，分别。结果，依次到达的负样本为相对很少选择更新模型。我们的实验证明此方法在解决样本失衡问题。

**结论**

1. 针对磁盘故障问题，提出了一种使用在线学习方法的主动容错技术。

2. 使用了一种在线标记的方法，解决了连续数据的标记问题。

3. 采用两个泊松分布的办法，解决了不平衡的连续数据的采样问题。

4. 与离线模型相比，使用的在线随机森林具有更高的预测准确度，更高的鲁棒性，以及更低的内存需求。

5. 在初次设置好相应的参数后，以后的使用不需要再对模型进行重新训练，因此该模型相比其他离线模型，在实用上具有更高的优越性。

**个人心得**

作者提出，传统的方法在进行磁盘故障预测时，由于初期样本数量较少，所以训练出来的模型效果很差。我觉得可以考虑使用迁移学习的方法，将已经存在的数据，进行数据处理和加工，将其迁移到初期的模型训练中，这样或许能解决模型初期预测效果很差的问题。