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**Пункт 1.1**

**Задача:** Решение СЛАУ, нахождение обратной матрицы и определителя матрицы системы

**Метод:** LU-разложение

**Основные применения**: Решение систем алгебраических уравнений, вычисление определителя, вычисление обратной матрицы и др.

LU – разложение матрицы A представляет собой разложение матрицы A в произведение нижней и верхней треугольных матриц (A = LU)

Для экономии памяти, будем записывать обе матрицы в одну, подразумевая, что у матрицы L на главной диагонали единицы.

На первом этапе решается СЛАУ Lz = b . Поскольку матрица системы - нижняя треугольная, решение можно записать в явном виде

На втором этапе решается СЛАУ Ux = z с верхней треугольной матрицей. Здесь, как и на предыдущем этапе, решение представляется в явном виде:

Второй этап эквивалентен обратному ходу методу Гаусса, тогда как первый соответствует преобразованию правой части СЛАУ в процессе прямого хода.

**Особенности LU-разложения**

1. Легко вычисляется определитель матрицы:
2. Однажды найдя LU-разложение для матрицы мы можем очень быстро решать системы линейных алгебраических уравнений с различной правой частью.

Пусть

Тогда

Так как [![](data:image/gif;base64,R0lGODlhDAANALMAAP///wAAAHZ2diIiImZmZkRERIiIiMzMzFRUVBAQENzc3Lq6upiYmDIyMqqqqu7u7iH5BAEAAAAALAAAAAAMAA0AAAQ2EEggRiBialDK3oHxTUdwjJIRoBLisYmIKsHCMutmt83mKJNERkOY0HYthkTQuAgEhUTgAYgAADs=)](http://www.codecogs.com/eqnedit.php?latex=L) — нижнетреугольная матрица, то очень легко находим   
Решаем

Легко находим , так как U — верхнетреугольная матрица

1. Сложность алгоритма:  
   LU-разложение:

Последующее решение систем:

**Пункт 1.2**

**Задача:** Решение СЛАУ с трехдиагональной матрицей

**Метод:** Метод прогонки

**Основные применения**: Эффективный метод решения СЛАУ с трех - диагональными матрицами, возникающих при конечно-разностной аппроксимации задач для обыкновенных дифференциальных уравнений (ОДУ) и уравнений в частных производных второго порядка и является частным случаем метода Гаусса.

Решения ищутся в виде:

Прямой ход предназначен для нахождения прогоночных коэффициентов

Обратный ход предназначен для нахождения вектора

X = () в соответствии с найденными

Для устойчивости метода прогонки (1.4)-(1.7) достаточно выполнение следующих условий:

**Особенности метода прогонки**

Метода можно решать только специфические системы, имеющие не более трех неизвестных в каждой строке.

Сложность O(N)

**Пункт 1.3**

**Задача:** Решение СЛАУ

**Методы:** Метод простых итераций и метод Зейделя

**Основные применения**: Для решения СЛАУ с разреженными матрицами.

1. **Метод простых итераций**

За нулевое приближение принимается вектор правых частей. В следующем приближении, для вычисления X подставляются значение вектора X на предыдущем приближении. Итерации повторяются до достижения заданной точности

Метод простых итераций сходится к единственному решению при любом начальном приближении , если какая-либо норма матрицы эквивалентной системы меньше единицы

Для сходимости итерационного процесса необходимо и достаточно, чтобы спектр матрицы α эквивалентной системы лежал внутри круга с радиусом, равным единице.

При выполнении достаточного условия сходимости оценка погрешности решения на k - ой итерации дается выражением:

Процесс итераций останавливается при выполнении условия , где - задаваемая вычислителем точность.

Поскольку является только достаточным (не необходимым) условием сходимости метода простых итераций, то итерационный процесс может сходиться и в случае, если оно не выполнено. Тогда критерием окончания итераций может служить неравенство

**Особенности метода простых итераций**

Удобен при распараллеливании, так как приближения считаются построчно независимо друг от друга.

Можно задать точность приближения

В вычислительном процессе участвуют только произведения матрицы на вектор, что позволяет работать только с ненулевыми элементами матрицы, значительно упрощая процесс хранения и обработки матриц, по сравнению с методом Гаусса

1. **Метод Зейделя**

Метод простых итераций довольно медленно сходится. Для его ускорения существует метод Зейделя, заключающийся в том, что при вычислении компонента вектора неизвестных на (k+1)-й итерации используются , уже вычисленные на (k+1)-й итерации. Значения остальных компонент берутся из предыдущей итерации. Значение остальных компонент берутся из предыдущей итерации.

Оценка погрешности вычисляется аналогично

Первое приближение – вектор правых частей

**Особенности метода Зейделя**

Сходимость быстрее, чем у метода простых итераций, но невозможно распараллеливаливание.

**Пункт 1.4**

**Задача:** Нахождение собственных значений и собственных векторов симметричной матрицы

**Методы:** Метод вращений

**Основные применения**: Нахождение собственных значений и собственных векторов симметричной матрицы

1. Находим максимальный недиагональный элемент матрицы
2. Находим соответствующую этому элементу матрицу вращения
3. Вычисляем матрицу

В качестве критерия окончания итерационного процесса используется условие малости суммы квадратов внедиагональных элементов:

Если

продолжается. Если , то итерационный процесс останавливается, и в качестве искомых собственных значений принимаются

**Пункт 1.5**

**Задача:** Нахождение собственных значений

**Методы:** Метод QR разложений

**Основные применения**: Нахождение собственных значений

1. Ищем матрицу Хаусхолдера, соответствующую вектору:

по формуле

![Изображение выглядит как текст, антенна

Автоматически созданное описание](data:image/png;base64,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)

1. Проделываем аналогичную процедуру для всех векторов матрицы A
2. На каждой итерации производим умножение
3. R =

После проделывания этой операции, считаем

Повторяем вышеназванную последовательность действий, пока для каждого из диагональных значений матрицы не будет выполнено одно из двух условий:

или

Причем, в случае первого условия, проверим диагональную матрицу 2x2, решив квадратное уравнение:

**Особенности метода QR разложений**

Существенным недостатком рассмотренного выше алгоритма является большое число операций необходимое для - факторизации матрицы на каждой итерации.

Преимущество метода в том, что с помощью него можно находить комплекснозначные собственные значения