机器学习

书籍简介：

大数据时代，机器学习是人工智能领域中一个极其重要的研究方向。随着科学技术的发展，各个企业可能积累了大量的数据，如何从这些数据中挖掘出有商业价值的信息或模式，是目前企业所面临的大数据挑战之一。

本书内容涵盖了机器学习各个领域的算法，回归分析，有监督学习，半监督学习，无监督学习，自然语言处理等。内容结构上注重知识的实用性与可操作性，算法结合案例，提供完全的代码实现，帮助读者快速掌握知识并应用到实处。全书采用深入浅出、循序渐进的讲解方式，帮助初学者快速入门学习。

本书一共十九个章节，大致可以分为以下几部分。第一部分（第一章到第三章），介绍机器学习基础知识与数据的基本处理方法；第二部分（第四章到第十八章）介绍了机器学习中的常用算法（回归分析、决策树、随机森林、神经网络、kmeans聚类等），并结合案例讲解具体算法的代码实现，第三部分（第十九章）介绍了概率图模型算法以及机器学习在自然语言处理中的应用案例。
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# 第一章 机器学习概论

## 机器学习发展现状

### 机器学习的定义

机器学习在最近几年越来越引起各行各业的关注，尤其是在Google的AlphaGo以4：1战绩击败围棋界霸主李世石之后，更是零封柯洁，不管是在围棋界还是在IT圈都引起了不小的轰动。

然而机器学习其实并不是最近突然发展起来，从最初被提出到现在已经有70多年，只是发展过程有些曲折。在发展过程中，出现了不少贡献卓越的大师，也分别对机器学习给出

了各自的理解，比如以下几位：

1. Langley：机器学习是一门人工智能的科学，该领域的主要研究对象是人工智能，特别是如何在经验学习中改善具体算法的性能。

2. Tom Mitchell：机器学习是对能通过经验自动改进的计算机算法的研究。

3. Alpaydin：机器学习是用数据或以往的经验，以此优化计算机程序的性能标准。

站在巨人的肩膀上去学习好比站在泰山之巅去欣赏朝霞，会更清晰、更纯粹。

踩着多位大师的脚印，我们可以很清晰的感觉到机器学习是让机器能够对过去的经验进行总结，并指导未来行为的一种思维方式或者过程，从而使机器可以对将来产生的新的信息进行自动识别。

举例说明：假如你是学医的，有一天老师给你一个任务，把全世界可以找到的骨科相关的文献都整理出来。当你听到这个任务的时候估计是要惊掉下巴了，因为全世界范围内

跟骨科研究相关的文献够你数一辈子的，让你一个人一份一份的去整理，估计你也没必要毕业了。但是，当你运用机器学习的思维去做这件事情的时候就要轻松得多。你可以先找出100份文献，将其中可以判定该份文档为骨科相关的信息标注出来，然后利用这些标签在剩下的文档中进行搜索，存在这些标签的文献即为骨科相关。这样一个分类的过程就是一个机器学习的过程。

### 机器学习的现状

类似华山论剑、各大门派尽显绝学，机器学习也是在各大门派的相互竞争中不断地被往前推进。其中，主要的流派有：符号学派、贝叶斯学派、连接学派、进化学派、类推学派。

各学派之间的相互竞争犹如春秋战国时期的诸子百家各显神通，不管在理论还是实践上都成绩显著。不过也因如此瓶颈渐渐凸显，风风火火的大踏步之势戛然而止。在艰难地度过低潮期之后，随着神经科学和概率论的方法广泛应用，机器学习便开始犹如神助，以星火燎原之势飞速发展。神经网络可以更精准地识别图像、语音，做好机器翻译乃至情感分析的工作，

而与此同时，神经网络需要的大量的计算能力也随着硬件平台的飞速发展得到解决，使得大家熟知的天猫精灵、亚马逊的Alexa、Google的Home进入寻常百姓的生活。

### 机器学习的前景

从 2040 年以后，根据普华永道的预测，主流学派将成为 Algorithmic convergence，也即各种算法融合在一起，也成终极算法，届时机器自主学习，也即元学习（Meta-learning）得以实现，计算服务将无处不在。如今，在机器学习的帮助下，无人机可以实时近距离地拍摄例如桥梁之类的地方，然后快速、准确地评估重建项目的范围。同时能够通过“学习”大量的数据，在不需要人为编程的情况下，生成以及识别特定的对象，比如人脸。目前，机器学习也是商业应用中最常用的算法

## 监督学习、半监督学习、无监督学习简介

机器学习从学习方式上分类可以分为以下几类：

1. 监督学习

2. 半监督学习

3. 无监督学习

4. 强化学习

在机器学习的领域中前三种研究的比较多的，也是运用的比较广泛的技术。

### 监督学习

监督学习是机器学习中的一种方法，它是通过对已有数据（这些数据通常是有标签的、也就是有确定的输入和输出的数据）的观察，使机器学习到一个固定的模式（即一个确定的函数或逻辑），然后给机器输入一个新的数据，这样机器就可以得到对这个新的数据进行判断所产生的结果。最常见的应用就是回归分析（输出数据是连续值）和分类（输出数据是离散值）。

1. 回归分析：比如我们想要去预测一下某个城市A未来半年的房价，现在我们手头上有城市A过去十年的房价数据，以及这个城市A相关的一些数据，比如人口、GDP等。这时我们可以猜测这样一个关系：城市A的平均房价（Y）与该城市的人口（X）和GDP（Z）存在某种线性关系，即Y=aX+bZ。然后我们就可以通过对已有的数据代入房价函数进行训练，从而得出a、b的值，这样我就得到了城市A的房价的预测模型，也就可以通过未来半年可预测的人口与GDP数据进行预测未来半年的房价。

2. 分类：比如常见的垃圾邮件分类。当有一部分邮件被我们归入了垃圾邮件一类（这部分数据就是样本），在这些垃圾邮件中我们可以找到一些关键词，然后可以计算出这些关键字在这些邮件中出现的频率，有些关键字出现的频率很高，比如：推销等，这样我们就可以将这些关键词作为标签，当我们再收到一封邮件的时候，就可以扫描这封邮件的内容里面是否存在“推销”等关键词，如果存在就可以把它归入垃圾邮件一类。

常见的监督学习算法有：

1. 回归（线性回归、逻辑回归等）

2. 朴素贝叶斯

3. 决策树

4. K-近邻算法等

通常情况下，不同的场景适合使用不同的算法。在机器学习中很多算法都是基于概率学与统计学，所以不同的算法在不同的场景中的优势不同，最终得出的效果也就千差万别。比如上面提到的对垃圾邮件的自动识别，这显然是属于一个分类问题，那我们就会采用分类算法，比如朴素贝叶斯，这样可以达到最佳效果，给客户提供最好的服务。

### 无监督学习

在监督学习中，我们通过有标签的数据进行分类或者回归。但在现实中已知的存在标签的数据很少，往往不带标签的数据是常态，通过人工去进行标签效率太低、成本也太高，所以我们也希望对没有标签的数据进行归纳总结，形成固定的模式解决通用的问题，比如对新的数据进行分类，这就是无监督学习。

举个简单的例子：我们在学校会有期末考试，我们希望在期末考试中取得好成绩，那我们需要怎么做呢？对，好好学习，天天向上。说具体点，就是上课认真听讲，课后认真做题目。考试成绩取决于做对题目的多少，但是期末考试的题目我们肯定是不知道的，这样就没有了固定的标签供我们有针对性的去学习。但是我们在平时的学习当中就通过了大量的做题渐渐学习到了一些题目的解题方法，这样就形成了我们对这些题目（特征）的标签（就是这个解题方法），所以在我们期末考试的时候，我们就知道了对于某些特征的题目该用什么样的解题方法去应对了。其实在平时的学习过程中总结解题方法就是一个无监督学习的过程。

常见的无监督学习算法有：

1. 聚类（k-means，基于密度的聚类，高斯混合型的最大期望聚类，层次聚类等）

2. 自编码器

3. 主成分分析

### 半监督学习

从上面监督学习与无监督学习就可以推理出，半监督学习就是整合了监督学习与无监督学习的优点。先利用少量带标签的数据进行监督学习，此时的形成的模式会因为样本量少而误差较大；接着我们在利用大量的不带标签的数据，不断往这少量带标签数据的样本中加入不带标签的数据形成新样本，再进行模式训练，用以优化模式来使误差逐渐变小，最终求得最优解。

在现实中，半监督学习应用的场景是非常多的，因为我们接触到的数据大部分都是不带标签的，而只有少部分的数据是带标签的。举个常见的例子：我们在做网页推荐的时候，需要用户自己标注感兴趣的网页，这样就可以有针对性的给用户推荐用户喜欢的内容，但很少有用户愿意花时间去标注，这时我们得到的带标签的样本数据就非常少。如果这时我们仅仅用这些带标签的数据进行监督学习用以预测，往往就会偏差很大，因为训练集的不充分导致机器学习到的模式无法完美地刻画用户的特征。既然这样，我又该如何优化这个问题呢？对，我们还有大量不带标签的数据，如何利用这些不带标签的数据使预测的误差减小、充分地刻画用户行为是我们需要攻克的难题。基于带标签的样本数据，我们已经得到了一个比较完善的模式，然后我们使用不带标签的数据带入前面的模式进行计算并得到误差，这样就得到了一个关于误差的集合，然后我们选取其中误差较小的数据放入前面的带标签的样本数据，形成新的样本再进行训练。之后重复这样的过程，便可以逐步利用全部的数据得到了相对靠谱的模式。这样一个过程就是一个典型的半监督学习过程。

半监督学习常见算法有：

1. self-training（自训练算法）

2. generative methods（生成式方法）

3. SVMs半监督支持向量机

4. graph-based methods（图论方法）

5. multiview learning（多视角算法）

## 统计学基础

### 基本的统计量

以下为鸢尾花数据集中的部分数据，我们将以上面的数据为例介绍统计学中基础的几个概念。其中有五列数据，分别为：Species（种类）、Sepal. Length（花萼长度）、Sepal.Width（花萼宽度）、Petal.Length（花瓣长度）、Petal.Width（花瓣宽度）。

Sepal.Length Sepal.Width Petal.Length Petal.Width Species

5.1 3.5 1.4 0.2 setosa

4.9 3.0 1.4 0.2 setosa

4.7 3.2 1.3 0.2 setosa

4.6 3.1 1.5 0.2 setosa

5.0 3.6 1.4 0.2 setosa

5.4 3.9 1.7 0.4 setosa

4.6 3.4 1.4 0.3 setosa

5.0 3.4 1.5 0.2 setosa

4.4 2.9 1.4 0.2 setosa

4.8 3.1 1.4 0.3 setosa

7.0 3.2 4.7 1.4 versicolor

6.4 3.2 4.5 1.5 versicolor

6.9 3.1 4.9 1.5 versicolor

5.5 2.3 4.0 1.3 versicolor

6.5 2.8 4.6 1.5 versicolor

5.7 2.8 4.5 1.3 versicolor

6.3 3.3 4.7 1.6 versicolor

4.9 2.4 3.3 1.0 versicolor

6.6 2.9 4.6 1.3 versicolor

5.2 2.7 3.9 1.4 versicolor

6.1 3.0 4.9 1.8 virginica

6.4 2.8 5.6 2.1 virginica

7.2 3.0 5.8 1.6 virginica

7.4 2.8 6.1 1.9 virginica

7.9 3.8 6.4 2.0 virginica

6.4 2.8 5.6 2.2 virginica

6.3 2.8 5.1 1.5 virginica

6.1 2.6 5.6 1.4 virginica

7.7 3.0 6.1 2.3 virginica

6.3 3.4 5.6 2.4 virginica

6.4 3.1 5.5 1.8 virginica

#### 期望

在[概率论](https://baike.baidu.com/item/%E6%A6%82%E7%8E%87%E8%AE%BA)和统计学中，数学期望(mean)（或[均值](https://baike.baidu.com/item/%E5%9D%87%E5%80%BC/5922988)，亦简称期望）是试验中每次可能结果的[概率](https://baike.baidu.com/item/%E6%A6%82%E7%8E%87/828845)乘以其结果的总和，是最基本的数学特征之一。它反映随机变量平均取值的大小。然而随着随机变量取值的不同，期望的计算方式又有所区别。

1. 离散型

如果随机变量只有有限个值或可一定次序一一列出的无限值，这样的随机变量称为离散型随机变量。

即

![https://gss3.bdstatic.com/-Po3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D111/sign=cdc6e7624ded2e73f8e9822db603a16d/08f790529822720ef74fea1c7ccb0a46f31fab57.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG8AAAAxBAMAAAAmb+rUAAAAMFBMVEX///9QUFCenp4EBATMzMzm5uaKiooWFhZAQEC2trZiYmIiIiIwMDAMDAx0dHQAAAD/kkiPAAAAAXRSTlMAQObYZgAAApNJREFUSA3dVE1oE0EU/prsbrLJNg2IICg24kGRSoKKEAXd4tFCV0TUg3XxXuzN6ilHQcHcFKVkL0VBhRRvakvwJBgwiodeqosIQkRsTSzaH9c3O7tLhraYXenFD3be9733vpl9ySTAJmHfSzx6G2XvUmpKn4hgVKsYRyKCUS4O3rNORTBiYCse2FGM/71Hcw5yOHq4WWXH5Ib94XxAf4M71LDG+NLfHZLXone2ZlpGpxT515VX7ykzif4FY/QIPgnVD1lBCiLVwF1AzUJpI6EjLRTzPwQpiGQNNHu6DMziBZFcZzW90qlEnrCYPk3P5RGimRKxAJJDG26APlPWgS9UjddpUQtC362qL7WGcojxz0MLPHXx+RMDuE4ixQaSaUnQfTnqVb/zCHw8tssknpm2v1E/IQ+F1il6kr+Z/sWWAKnVgN6wIJPlCoYNFvHYrVyjtbmF0eAIN4/jfHsSFWB3GViko1jETbfhKU1XHTaJiyeC7ciRLyMOSG1sZxF4A9jujBd0rUG6LcyoFFgPg7wji7NAbF4+wCLkJaAKPARmoC7SufNum7/0mh6TBkYOW3t7SqmGVgNFTLTq0xZwAqM/jcFWFpma18nDfV+l3tEF2TmJ5NwsWPTRq3tMM/0Ui7I48TMbCZvSFH0olsfEf98kTdGB4hj6yqQpBih57FKQYaSid0qpepW+RPpkKQY477FckGFkXFAZa0/5tU23h6JQWCOUtb8qOrALxK0umtZr4deRVez1yhvmZLoQHEOWz7qK2uqcB6e70fxdK46PZT+12fFMxANiRc+YC7tBgRvONUIa5TFuUMMaY6VtrjO0sadpSPV6PRfamJ6J+Krx2xGNJxPlaK/ajPFf+h33L56f/s/rH0cbrHYX9bhHAAAAAElFTkSuQmCC)

以上面的鸢尾花数据为例，计算种属为“setosa”的花萼长度L的期望为：

E(L)=(5.1+4.9+4.7+4.6+5.0+5.4+4.6+5.0+4.4+4.8)/10=4.85

1. 连续型

设连续性随机变量X的概率密度函数为f(x)，若积分绝对收敛，则称积分的值![https://gss2.bdstatic.com/9fo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D94/sign=6f9509c105087bf479ec5bedf3d387ef/7dd98d1001e93901533fbbb47cec54e736d1967e.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF4AAAAoBAMAAACFh1CBAAAAMFBMVEX///8EBAQMDAwwMDDMzMxAQEC2trZiYmJ0dHSKiopQUFDm5uYWFhYiIiKenp4AAACYq5s3AAAAAXRSTlMAQObYZgAAAghJREFUOBGtlTFIG1EYx/9ocskl5rQgUrcMdbSKCqU69MS1aKAVu5RG7FoadJSgpXRsjFOnwoGl4JSzg5QsikunguAgiNgToYOLDqKCHfp/7x0ndxfCi/jgfd/7/7/ffe/lEvKAOwzr8LdrLRRSQ57ew7Vq2kmi/M3Ia/HWFeC9Q0cB21p8xzmxjbff97OOFr+1S8wadVOvtHCc6bUNmq0sB0utxZKnhQVQrRgstRb3xifkdirib7B3o/6ZBy6wKJG0LVL9WgoRGvFPLMBwFCK+HuBSCcYGvNFFP1dUyJFIxrkSjA34zCD9DZ/4JLKZ91WUH8KqjT/9NvAZaM+b3Zgl+XWgoATXof7p48o60OnRnwYqD0+r2HJhOrllJaI8kvu0plyGA87XJT5cxA8RpKAX6q8+2DFt/OJ8z8nNZrDiC6Ywb4kXV+aE2OisKPv3ZHd8wRTm66O0xBTnz6455O3sRfKFL+iH+MmxD1+Ax4IvI3Hys7fEMyWuX+6VlIjy83ZbAbgR/DhSj9AHfAT63QNfRHkBwtgVsc1m4HiqUhBD55FuqiqSyXcpxraMtyHGJyZUkQfjMD2ZbkOMz42p4qZM/KWGR4wPl2OqVf6NHWvR1GiVf+Y2bRcrDsSc5sa/5uVo1eDfP4fmBVNF+w3mhocHNS+YI9Q82V/zgnm+MyLxVi4Y+YDeBfMffCiFu6Bg8MsAAAAASUVORK5CYII=)为随机变量的数学期望。

即

![https://gss2.bdstatic.com/-fo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D149/sign=14ad9bc8afd3fd1f3209a63e094f25ce/dcc451da81cb39db20db6fb0d7160924ab183038.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAoBAMAAAAF2KXXAAAAMFBMVEX///9QUFCenp4EBATMzMzm5uaKiooWFhZAQEC2trZiYmIiIiIwMDAMDAx0dHQAAAD/kkiPAAAAAXRSTlMAQObYZgAAArhJREFUSA29ls9rE0EUx7+kTTabnwsVQRCy4B9QIXjRy2oFDx4a6UE8aKLehKBnRcgxB9GCnqxiLnqpxfgLobSSil40xXjzpEE9iCJW22otKr73ZnZ1k9SkbnAg773vvM98ZzKQMMB/HKF7p3Kh66XYvB1800whZUUxucFsBPYKrQL2BIwSTgT2MhbIYuzCpumwFdgrXyWL0FwudjawFYaDH8c7xMemVwYubtiBLTyDzLhXBi7+yWtQb+v4t1/TS/GKDrmH//D9yQtafxWZT7nidrzp7jW0TXgGhQ5nmlzTiDVwETAtRJZgOIirWTd2OFeiYgvPiKLT7rmiNZg0SfI5HlBB4B+jg9d5bjPPyeZ4hQMPo8JxjD7HD1GZKlH1e3Tw2sxd5mkouqgEkC6EHeA9yYE6BXOr25Ds95rHUSf+4w51iGfBdGR2RQkgP3M7B5SpH1umEKZgZLPZHWIFn1dqy6uNwGfulCGC6cO4rwQwjAj1btIn+pOpbxy84fNCdBoY5B2ZZ0F0uMFLRGBK1p2k+G6IS9lW5jj4vcwF+tOQSyCeBdHRSooKETgj62gPszpaoPpv5wpRM1blBcSzIHpgfH9DCzwDmnJfB50ETWJp7fvCvjkgYRHE98uC6LxTrmkRXgVop0nQDZpf3MMyLsP3HXc9en0MSZsbkxBBX2307d7HSuDyYn22AoyguJLbuWghVWPUGz6vKSdZQjrHzRGIIDp5N24p4S5KOrpKFNwpyT4vmZmQqPkWWi2NVFSGobNO7V7XpKP5FlovKul8RGed2rx211SnJKmFVi0c0NnWWac2rxm5Lmi+hfavbVVtXq3AOnQ/vc4569i4C9pPr6f6qrts2VP7ZU9Ub9DX3rBeKJN++TT68DAsILGMS/V6rQ8Pw1vI2HKuPjwM95x+KFb9ehiKWW8Pw19F+7btSRz7rQAAAABJRU5ErkJggg==)

#### 方差

方差是对随机变量或者一组数据离散程度的度量。从上面的例子我们知道，一组数据存在一个均值，离散程度的意思就是这组数据中的每个数据偏离这个均值的程度，这个程度就被定义为方差。

公式：

![https://gss2.bdstatic.com/9fo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D113/sign=c388d5738013632711edc632a28ea056/023b5bb5c9ea15cee484a9a6bc003af33a87b233.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAmBAMAAAAB22msAAAAMFBMVEX///8EBASenp5iYmJAQEAiIiLMzMyKiooMDAwWFhYwMDBQUFB0dHTm5ua2trYAAABA0OZRAAAAAXRSTlMAQObYZgAAAlBJREFUSA2dVE2L01AUPdM2H22TfiAuXAj5B4pudGUWrgSluHChohHcqIspuBlXU/xcOgMK7a6IjOBmMgs3gjSgIIhgli7ExpXgIKM4jEpn1PtePnzJpG3SC80999xz3mtebgLMElf2urPYyPNCMqc5rRSBDFhKK6VB1Oq+Xq/bIFB0MRi5C3tiMs0CNDtGRcV8h6BDv3VA2ULZIigE7Se5Qi3A6o+guED5Nh4JLQZPA4cSVFQ2/SX1BjGLHw5GvA9eoZCkIsU7k0OtRWnuaUQDVx3FxCdcxleBFKG6xauSSam4I3RWPcnG0L3/a9ymhU2uJhVQ2hacixgaqHsCk4Q3OVFmK79co4vco/CAIzjmom4QE0ZinArsBunsyVlrzbdDFfBY7iK+Z2KcVI+L2X2+tyodXvDLreoJclr/ieQ4vfFbRdr6PGo/I6E+OnnWxkZUMxAbJ32/35MbWNh0r323Q6ny2z0HBOsGZGycqlzqAndDS5D9xpMYGxunS2QCPXJcj2mAcpsRSyFb8z4mxuniXxYePctQE2R+NooRVNrz7r3EOB3mQX3dC0RB4mdTCLkVnAH8cVpuNputkE/Ln0VSM/FMrLNj1cHR7GpRWW/juFgTrvMDmnL5hqEDf7zJMvU+Y1uofa0fIzIXtQdvM2vzCvVBH/qAPlv5o/KHvkZsIHNH5SGg5nYxg7Rh4MtMzkqps+utybbQur49/qM+cYnXWMPKRMW45inM2dHbPE6Uyi9B25n48qW6GNkB7pgM5A2Z/ukBJ6+L6W+MXEjGLuc/SDenbwcQJSIAAAAASUVORK5CYII=)

其中，![https://gss0.bdstatic.com/-4o3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D18/sign=cbff73bb48a7d933bba8e07bac4b41a2/f7246b600c3387442fb466d35b0fd9f9d72aa028.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAQBAMAAADpKDJvAAAAMFBMVEX///8EBASenp5iYmJAQEAiIiLMzMyKiooMDAwWFhYwMDBQUFB0dHTm5ua2trYAAABA0OZRAAAAAXRSTlMAQObYZgAAAGRJREFUCB1jYACDTNELEAbDXlYHKCuBPQDKYuDZAGOxwtQxGMGEmAxALL4H9xhSGN4yMPDsmtHO0P8DKLiMIQyihseBYSuExXGAwRLC4i9gcIGw7h9gaILKLuBZAGHxTTkDYQAAxXIUWj4j8OwAAAAASUVORK5CYII=)为总体方差，![https://gss1.bdstatic.com/9vo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D12/sign=19a04804093b5bb5bad724fc37d3f460/4034970a304e251fa45ead57ad86c9177e3e53f7.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8iIiK2trZ0dHSenp4wMDBAQEAWFhbMzMxiYmIEBAQMDAyKiorm5uZQUFAAAABUm5WpAAAAAXRSTlMAQObYZgAAAExJREFUCB1jYHj/78LplQwMPD8Y2BsYGBi2MYQASYbzlyeAKK5QEMnA+RdMsX0GU5avQBSTQP8BIHW7gXUDkBJmYPrDwHD624W+Xw8AcfoV9VSuKqQAAAAASUVORK5CYII=)为变量，![https://gss1.bdstatic.com/9vo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D13/sign=18b6d1d4db1373f0f13f6b9ca60f5cc6/1b4c510fd9f9d72aa9ac59b2de2a2834359bbb51.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAALVBMVEX///8WFhYMDAxiYmKenp7m5uZQUFAiIiK2trZAQECKiop0dHQwMDDMzMwAAADloj1eAAAAAXRSTlMAQObYZgAAAE1JREFUCB1jYLizgWsCA8O5BvYEBoZ1DHEODAxGDHYBDAwneYUYGBiU2eYwMLA+m1qTwMD1MKCMgYENqIyBgXEBiOS7ACL7QARDF4gAAKeGDp/aGG/9AAAAAElFTkSuQmCC)为总体均值，![https://gss1.bdstatic.com/9vo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D14/sign=198a4804093b5bb5bad724fa37d3f40c/4034970a304e251fa474ad57ad86c9177e3e5399.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX////MzMx0dHRiYmKKiopAQEAMDAwWFhYEBAS2traenp4iIiIwMDBQUFDm5uYAAABLzGZoAAAAAXRSTlMAQObYZgAAAF9JREFUCB1j4Lt/gIHv/i4GBp6fDAwcD4B0NQMDGwMDA/f8BQxzgDQPawKDM5Cey/eJwQpIqzDcYDgIpCMZOC4UAOkCBqZ/G4B0AgNDdgADAyNQbL0CA4P73wcM3AsYAPgeFOi8e8jWAAAAAElFTkSuQmCC)为总体个数。

但在实际应用中，总体数据通常难以得到，通常使用样本来进行计算，使用样本统计量代替总体参数，经校正后，样本方差计算公式：

其中，表示样本方差，X为变量，![https://gss1.bdstatic.com/9vo3dSag_xI4khGkpoWK1HF6hhy/baike/s%3D15/sign=1b37698372f40ad111e4c3e6562c8689/2e2eb9389b504fc2c42eeebeecdde71190ef6d13.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAPBAMAAADNDVhEAAAAMFBMVEX///8iIiK2trZ0dHSenp4wMDBAQEAWFhbMzMxiYmIEBAQMDAyKiorm5uZQUFAAAABUm5WpAAAAAXRSTlMAQObYZgAAAFFJREFUCB1j+A8GHxgwwPt/F06vBIry/GBgbwDJbmMIAVEM5y9PANNcoWCKgfMvhGb7DKEtX4FpJoH+AyDG7QbWDSBamIHpD5A6/e1C368HDAAecBzfpFCTcQAAAABJRU5ErkJggg==)为样本均值，n为样本量，n-1表示自由度。

以上面的鸢尾花数据为例，计算种属为“setosa”的花萼长度L的方差为：

=(5.1+4.9+4.7+4.6+5.0+5.4+4.6+5.0+4.4+4.8)/10=4.85

=/(10-1)=0.85

#### 协方差

协方差用来描述两个变量之间的总体误差，是方差的一般形式。

公式：

#### 相关系数

### 常用分布

#### 正态分布

#### t分布

### 假设检验

## 机器学习常用软件介绍

### Shogun

### Keras

### scikit-learn

### Pattern

### Theano

# 第十章 抽样方法

## 吉布斯抽样

## 吉布斯抽样

## 应用：使用贝叶斯分类器判断商品评价情感