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# 摘要

本報告探索了差分進化演算法（DE）、多種自適應差分進化演算法（SaDE、JADE、SHADE、L-SHADE、jSO），對於解決參數單目標最佳化問題之應用及效能，並以6種測試函數Ackley、Rastrigin、HappyCat、Rosenbrock、Zakharov、Michalewicz等來進行實驗比較。此外，本報告在這些演算法的基礎下，於計算過中加入了正交基底變換，進一步探究了如此改變對於尋找解的影響。

**關鍵詞：啟發式演算法、差分進化、正交基底。**

## 簡介

在現實生活中有許多最佳化問題牽涉到多筆參數，且這些參數常常牽一髮而動全身，找到一組使問題最小化的完美參數非常困難。例如在手機CPU的設計中，續航力和程式運行速度通常無法兼顧，若想要高續航力，CPU的頻率就不能設過高，否則續航力不佳，然而過低的頻率又會造成運算速度降低，進一步導致使用者體驗不足。這類問題常涉及多種因素的取捨，且沒有明確的演算法能夠找到最佳解。在此狀況下，人們常利用超啟發式演算法（Metaheuristic Algorithm）搭配特定的測試函數來解決相關問題。

超啟發式演算法不依賴問題的定義，轉而使用隨機探索和啟發性原則來探索解空間，具有泛化的解決能力。超啟發式演算法泛用的特性使之常被用於現實生活中的各種問題，如工業排程問題[1]、無線網路之節點部署[2]、金融投資的最佳化[3]等。也有許多種類的超啟發式演算法被提出，如模擬退火(Simulated Annealing)[4]、基因演算法（Genetic Algorithm）[5]、差分進化演算法（Differential Evolution）[6]、蟻群演算法（Ant Colony Optimization）[7]及粒子群最佳化（Particle Sarm Optimization）[8]等演算法。

其中，差分進化演算法為本報告的觀察重點。差分進化演算法有著強大的搜尋和收斂能力，且能被應用在實數域的解空間中，是解決參數單目標最佳化問題的最佳演算法之一。此外，在差分進化演算法在被提出之後，經過了許多學者的多次改良，能夠更加適應各類問題的本質，甚至不需調整超參數[9]。

本報告旨在探討多種差分進化演算法於參數單目標最佳化問題中的表現，並比較其在不同測試函數上的收斂能力與解品質。為了更深入理解這些演算法的行為與差異，實驗部分選擇了六個常見的測試函數——Ackley、Rastrigin、HappyCat、Rosenbrock、Zakharov 與 Michalewicz 函數作為評估依據，涵蓋多種函數特性如多峰性、非分離性與狹窄極小值等。

此外，為了進一步改善演算法的搜尋能力，本報告在實驗過程中引入了正交基底的變換機制，試圖讓演算法能夠用不同的角度尋找解空間，以跳脫解空間中各種的局部最小值陷阱。本報告將進一步與原演算法比較，評估正交基底變換對於解空間的探索是否有益。

透過本報告，期望能更清楚了解各類差分演化演算法在不同問題上的優劣與特性，以及正交基底變換對於演算法的改良是否有益。

## 相關研究

* 1. **實數域超啟發式演算法**

在現實生活所遇到的各種最佳化問題中，常常遇到解空間並非離散，而是連續的。例如手機設計中，CPU的電壓、大小、放置位置等參數皆非離散。這導致了許多超啟發式演算法（如模擬退火、基因演算法）無法使用。

在此情況下，有許多學者改進了離散版本的演算法，使其也能利用於實數域中。例如Herrera等人提出的實數編碼基因演算法（Real-Coded Genetic Algorithm），修改了基因演算法中的交配和突變過程，加入了線性交配（Linear Crossover）、高斯突變（Gaussian Mutation）等實數域才能利用的方法，令基因演算法有了在實數域上尋找解的能力[10]。而Storn和Price則利用了實數空間的幾何及連續性，並結合了基因演算法的選擇、交配、突變三大步驟，提出了差分進化演算法（Differential Evolution）。差分進化演算法使用實數向量表示解，在每個世代中利用各個體的向量差分進行下一個世代個體運算，使其能利用向量相關運算進行解空間的搜尋[6]。

實數最佳化問題由於解空間的性質，使其幾乎無法利用窮舉法等離散方法來求得最佳解，但也多了諸如線性、可微分等性質用於搜尋，也因此帶動了實數域超啟發式演算法的發展。

* 1. **自適應超啟發式演算法**

## 超啟發式演算法儘管具有強大的泛用能力，但是並非所有問題超啟發式演算法都能找到較佳解。這些問題常需要更多元的資訊才能讓演算法找到一個不錯的解，因此學者們提出了「自適應」策略。自適應超啟發式演算法能根據搜尋歷史、環境變化或當前表現來自動調整參數，使之更加契合問題本身，提升了探索效率並降低了落入區域最小值的機率。

## 由Kirkpatrick等人所提出的模擬退火[4]是最早具有自適應概念的演算法。模擬退火利用溫度控制解的接受程度，讓演算法能在搜尋初期接受較差的解，以跳出局部最小解，並在搜尋後期進一步收斂。對解的接受程度可被視為一種自適應的實踐，演算法利用了「時間」資訊來進一步的調整超參數──解的接受程度。而之後由Srinivas等人提出的自適應基因演算法（Adaptive Genetic Algorithm）正式提出了自適應的概念，自動的根據世代的表現修改交配率和突變率，讓演算法能更加適用各個問題。這種概念為超啟發式演算法帶來了巨大的突破，更進一步了的提高了各類演算法的表現和泛用程度。

## 關於自適應在差分演算法的應用上，Qin等人提出了自適應差分進化演算法，（Self-Adaptive Differential Evolution）紀錄並利用了上一個世代的經驗，自動調整交配率和差分距離，讓演算法視情況選擇探索解空間或進一步收斂[11]演算法不在受限於初始定義的超參數，而是能夠接受各個世代的回饋，進一步調整自己的尋找策略。自適應差分進化演算法為差分演算法帶來巨大的突破，也為後來的更進一步的研究奠定了基石。

* 1. **正交相關應用**

正交轉換改變了向量空間中點的「表達方式」，使演算法能夠用不同的角度的探索解空間。也因為正交轉換不改變長度和角度的相對比例，能夠在不失演算法的精度下進行不同視角的搜索，增加探索的多樣性以及收斂的穩定性。

在超發式演算法的研究中，Wang等人提出的正交實驗設計進化演算法（Orthogonal Design-Based Evolutionary Algorithm）利用了正交表（Orthogonal Array）系統性的從雙親的各種組合中產生新的子代[12]。透過正交實驗設計，該方法能夠在有限的試驗次數下保留最大的訊息量，使子代分布更具代表性，提升了搜尋效率與解的多樣性。

## 演算法介紹

本章節將依序介紹本報告中所實作的六種差分進化演算法，包含原本的差分進化，以及其他五種自適應差分進化演算法。每一個小節會介紹演算法流程和參數控制機制。

* 1. **差分進化演算法（DE）**

差分進化演算法[6]（Differential Evolution,下稱DE）是一種用來解決連續參數單目標最佳化問題的演算法。DE與基因演算法不同的是DE利用向量差分做為變異來源，再與原個體進行交配，而基因演算法是利用父代的資訊雜交再加上小部分變異。

DE的族群由實數向量組成，族群數量為，每一代會對個體進行突變操作。本實驗隨機採用以下變體規則：

* rand/1
* current-to-best/1

其中為變異向量，為該世代的第個體向量，為該世代中適應值最好的個體向量，則為該世代隨機三個不重複個體向量。每個向量皆有個元素，。

為差分距離。

計算出變異向量後會進行交配步驟，依下面公式計算出新的個體：

其中為變異率，為隨機值，，為一隨機索引值，，用以確保必不與上一世代個體相同。

接著是選擇步驟。DE採取貪婪策略，若新個體的適應值優於原個體，則新個體會加入下一個世代，否則會被拋棄，而加入新世代。
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**圖1. 差分進化演算法**

* 1. **自適應差分演算法（SaDE）**

自適應差分進化演算法[11]（Self-adaptive Differential Evolution,下稱SaDE）為一種基於DE的自適應演算法。SaDE在DE的基礎下加入了兩種機制：策略選擇和參數分布。

在策略選擇中，SaDE引入了兩種變異策略，且其中一種善於探索解空間，另一種善於收斂。且SaDE會根據兩種策略的產生更優個體成功率，自動計算下一個世代兩種策略的採用機率。本報告中使用的探索策略為rand/1，收斂策略為current-to-best/1。

在參數分布中，SaDE將兩個重要的超參數和常態分布化，使這些參數不再依賴於固定常數。利用分布能夠增加解空間探索能力，進而讓演算法更容易跳出局部最小值。此外，演算法會紀錄成功的值，並在下一個世代根據紀錄的平均值更新的分布，使其更加容易進行解空間探索或收斂。
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**圖2. SaDE**

* 1. **引入檔案庫之自適應差分演算法**

引入檔案庫之自適應差分進化演算法[13]（Adaptive DE with Optional External Archive,下稱JADE）為另一種基於DE的自適應演算法。JADE與SaDE相同，使用分布來為和採樣，不同的是，JADE使用高斯分布為採用，且和都有記錄，並以、，更新分布的平均值，其中、為和成功紀錄列表、此外，JADE引入了新的變異策略：curret-to-best，來同時兼顧探索和收斂。另外，被淘汰的個體會被加入到檔案庫中，以增加突變策略的變異性。

* current-to-pbest/1

其中為世代中前的優良各體，為該世代中的隨機個體，為該世代中或檔案庫中的隨機個體，。儘管JADE在突變過程中只用了此策略，仍然能夠與SaDE相同，同時兼顧探索和收斂。

Initialize population of size

Initialize archive , memory and

Evaluate fitness of all individuals

while not termination\_condition do

for each individual in :

Sample

Sample

for each element in:

= mutate(,,)

= crossover(, , )

if fitness() < fitness():

=

Record ,

end for

Update , based on record

Resize Archive to bounded size

end while

return best\_fitness

**圖3. JADE**

* 1. **基於成功歷史自適應差分演算法**

基於成功歷史自適應差分演算法[14]（Success-History Based Adaptive DE，下稱SHADE），是JADE的延伸，進一步將參數的記錄機制推廣，將算出的參數放入歷史參數陣列，並引入加權更新。

* 1. **使用族群控制之基於歷史自適應差分演算法**

使用族群控制之基於成功歷史自適應差分演算法[15]（SHADE Using Linear Population Size Reduction，下稱L-SHADE），是SHADE的延伸，引入了線性族群大小控制，前期大族群著重全域搜尋，而後期加快了演算法的收斂效率。從此演算法開始，DE系列中最重要的三個參數、和皆自適應化。

* 1. **增強控制歷史自適應差分演算法**

增強控制歷史自適應差分演算法[16]（Success-History Based Adaptive DE with Enhanced Control，下稱jSO），是L-SHADE的延伸，並加入了一些功能。

* 和的分段限制
* 利用jF評估階段調整變異強度
* 避免選擇自己為。

* 1. **正交基底變換**

本報告在上述4個自適應差分進化演算法中加入了正交基底變換機制。若已經過0.75\*總世代數且最佳解尚未更新過久，演算法會自動以歷史紀錄最佳的個體做為新的正交基底，並將整個搜尋空間及個體以新的正交基底轉換，以便演算法能得到新的視野，並找到更優解。
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**圖4. SaDE-ortho**

## 實驗結果

本章節首先介紹實驗中所使用的測試函數，再介紹各項演算法的的實驗參數，並對實驗結果並對此加以分析。

* 1. **測試函數**

本次實驗使用了6種函數，分別是Ackley、Rastrigin、HappyCat、Rosenbrock、Zakharov和Michalewicz。本小節對各函數進行介紹和分析。

* + 1. **Ackley**

Ackley函數具有多峰、對稱的特性，考驗演算法的全域探索能力。其全域最小值在原點，其值為0。在本實驗中，任一維度的元素。以下為Ackley函數的數學表達式。

* + 1. **Rastrigin**

Rastrigin函數是一個非線性非凸多鋒函數，在搜尋空間內有很多具有規律的極小值，非常容易落入極小值陷阱，要找到最小值非常困難。全域最小值落在原點，其值為0。在本實驗中，任一維度的元素。以下為Rastrigin函數的數學表達式。

* + 1. **HappyCat**

HappyCat函數是一個非線性函數，因其2維等高線圖看起來像一隻在微笑的貓因而得名。HappyCat的非線性特性再加上各個變數彼此關聯，使其無法單獨為特定維度的值進行最佳化，也導致收斂困難。全域最小值落在，其值為0。在本實驗中，任一維度的元素。以下為HappyCat函數的數學表達式。

* + 1. **Rosenbrock**

Rosenbrock函數是一個單鋒函數，在多維圖中有管狀構造，看起來像香蕉，因此又稱香蕉函數。Rosenbrock函數並沒有多個山谷，但最小值和極小值的變化很小，導致找到最小值非常困難，考驗演算法的收斂能力。全域最小值落在，其值為0。在本實驗中，任一維度的元素。以下為Rosenbrock函數的數學表達式。

* + 1. **Zakharov**

Zakharov函數是一個單鋒函數，沒有局部極小值。平方和四次方項使遠離原點的懲罰極高，但也使最小值所在的山谷極為平坦，非常考驗演算法的收斂能力。全域最小值落在原點，其值為0。在本實驗中，任一維度的元素。以下為Zakharov函數的數學表達式。

* + 1. **Michalewicz**

Michalewicz函數是一個多鋒函數，有大量的極小值，且極小值的數量隨著維度以指數成長，也因為引入了三角函數和高次方項，使其有極多不規則的波動全域最小值落在原點，非常考驗演算法的探索能力。全域最小值的位置視維度而定，值約為。在本實驗中，任一維度的元素。以下為Zakharov函數的數學表達式。

* 1. **實驗參數**

本小節將介紹本次實驗的五種演算法的實驗參數，並分析各個演算法的最終結果。

本次實驗分別測試了各個演算法在2維、10維及30維的表現，以上述6個函數測試。每個演算法在各測試函數有的測試次數，並會實驗30次，結果以30次的平均值和最小值呈現。

實驗參數中DE的差分距離設為，交配率

設為0.9，族群數量設為50。

SaDE的設為50；在每次個體變異時由平均值，變異量0.1常態分布採樣決定，其中的初始值設定為0.5，後演算法會自行決定的值；則由平均值0.5、變異量0.3的常態分布決定。

JADE、SHADE的設為50、L-SHADE的則是。三者的在每次個體變異時由平均值，變異量0.1常態分布採樣決定，其中的初始值設定為0.5，後演算法會自行決定的值；則由平均值、變異量0.1的高斯分布決定，其中的初始值設定為0.5。另外從前10%優秀的個體採樣得出。此外L-SHADE的族群數量不會低於4。

jSO的設為，其中為維度。在每次個體變異時由平均值，變異量0.1常態分布採樣決定，其中的初始值設定為0.8，後演算法會自行決定的值；則由平均值、變異量0.3的高斯分布決定，其中的初始值設定為0.3。另外從前40%優秀的個體採樣得出。此外jSO的族群數量不會低於4。

* 1. **實驗結果和分析**

實驗結果表見最後三頁。能夠發現自適應演算法的表現均比原本的DE好，甚至在30維的高維度下都能找到全域最小值，顯示出自適應的泛用性和強大性能。正交基底轉換機制則沒有一個穩定結果。如JADE和LSHADE在Rosenbrock的測試中，正交基底轉換過度擾亂了搜尋方向，導致演算法無法穩定收斂至0，甚至連局部最小值都無法收斂，表現明顯劣於不加入正交基底轉換的演算法。然而對於SaDE來說，加入正交基底轉換可以幫助收斂，如在30維的Rastrigin測試中，正交基底轉換能夠幫助SaDE每次皆穩定的找到最小值。總而言之，正交基底轉換是否能夠增加效能需要看演算法和測試函數而定

## 結論

本研究探究了三十年來差分進化演算法的發展，並利用了正交基底轉換來進一步的改善演算法。
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|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 4.4409e-16 | 0 | 2.1181e-05 | 0 | 9.599e-102 | -1.8013 |
| SADE | 4.4409e-16 | 0 | 2.1440e-05 | 0 | 9.375e-90 | -1.8013 |
| SADE\_O | 4.4409e-16 | 0 | 9.5457e-06 | 0 | 3.289e-90 | -1.8013 |
| JADE | 4.4409e-16 | 0 | 4.1180e-03 | 0 | 9.746e-73 | -1.8013 |
| JADE\_O | 4.4409e-16 | 0 | 5.6752e-03 | 0 | 2.392e-74 | -1.8013 |
| SHADE | 4.4409e-16 | 0 | 2.9052e-04 | 0 | 7.203e-71 | -1.8013 |
| SHADE\_O | 4.4409e-16 | 0 | 9.4926e-04 | 0 | 2.804e-68 | -1.8013 |
| LSHADE | 4.4409e-16 | 0 | 6.7953e-07 | 0 | 4.295e-197 | -1.8013 |
| LSHADE\_O | 4.4409e-16 | 0 | 3.6910e-05 | 0 | 5.319e-197 | -1.8013 |
| JSO | 4.4409e-16 | 0 | 3.2413e-06 | 0 | 2.592e-262 | -1.8013 |
| JSO\_O | 4.4409e-16 | 0 | 3.9232e-04 | 0 | 7.301e-269 | -1.8013 |

表1：實驗結果（2維、最小值）

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 4.4409e-16 | 3.3165e-02 | 4.2076e-03 | 5.9814e-10 | 3.8074e-97 | -1.8005 |
| SADE | 4.4409e-16 | 0 | 8.8798e-03 | 0 | 4.3513e-74 | -1.8013 |
| SADE\_O | 4.4409e-16 | 0 | 8.8419e-03 | 0 | 2.2267e-76 | -1.8013 |
| JADE | 4.4409e-16 | 0 | 1.3797e-02 | 0 | 4.3490e-68 | -1.8013 |
| JADE\_O | 4.4409e-16 | 0 | 1.2833e-02 | 8.1762e-32 | 1.7312e-69 | -1.8013 |
| SHADE | 4.4409e-16 | 0 | 6.8820e-03 | 0 | 1.4116e-62 | -1.8013 |
| SHADE\_O | 4.4409e-16 | 0 | 6.4095e-03 | 0 | 9.8897e-63 | -1.8013 |
| LSHADE | 4.4409e-16 | 0 | 3.7855e-03 | 0 | 1.4281e-176 | -1.8013 |
| LSHADE\_O | 4.4409e-16 | 0 | 3.1907e-03 | 0 | 4.7173e-182 | -1.8013 |
| JSO | 4.4409e-16 | 0 | 6.7159e-03 | 0 | 4.1934e-242 | -1.8013 |
| JSO\_O | 4.4409e-16 | 0 | 8.6492e-03 | 0 | 1.2813e-237 | -1.8013 |

表2：實驗結果（2維、平均值）

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 4.4409e-16 | 1.0990e+00 | 4.1491e-02 | 5.3544e+00 | 2.5550e-01 | -9.3510 |
| SADE | 3.9968e-15 | 0 | 2.8995e-02 | 0 | 3.7472e-138 | -9.6601 |
| SADE\_O | 4.4409e-16 | 0 | 4.6415e-02 | 0 | 1.4289e-130 | -9.6601 |
| JADE | 4.4409e-16 | 0 | 3.5281e-02 | 3.6297e-20 | 8.4531e-58 | -9.6601 |
| JADE\_O | 4.4409e-16 | 0 | 2.3923e-02 | 1.1688e-17 | 1.6839e-64 | -9.6601 |
| SHADE | 4.4409e-16 | 0 | 3.0568e-02 | 0 | 5.5102e-154 | -9.6601 |
| SHADE\_O | 4.4409e-16 | 0 | 4.2606e-02 | 0 | 3.0863e-156 | -9.6601 |
| LSHADE | 3.9968e-15 | 0 | 4.1997e-02 | 0 | 1.1000e-94 | -9.6601 |
| LSHADE\_O | 4.4409e-16 | 0 | 2.1129e-02 | 2.8991e-29 | 5.5437e-98 | -9.6601 |
| JSO | 4.4409e-16 | 0 | 3.6184e-02 | 0 | 1.1244e-78 | -9.6601 |
| JSO\_O | 4.4409e-16 | 0 | 2.5102e-02 | 0 | 2.7849e-80 | -9.6601 |

表3：實驗結果（10維、最小值）

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 3.8784e-15 | 5.1201e+00 | 8.8952e-02 | 5.5926e+01 | 2.2104e+00 | -8.7760 |
| SADE | 3.9968e-15 | 0 | 7.3892e-02 | 3.9866e-01 | 4.6825e-121 | -9.6586 |
| SADE\_O | 3.8784e-15 | 0 | 9.8301e-02 | 9.9059e-07 | 1.1368e-114 | -9.6601 |
| JADE | 3.5231e-15 | 0 | 6.2265e-02 | 7.8715e-16 | 3.5576e-48 | -9.6601 |
| JADE\_O | 3.6415e-15 | 0 | 6.0615e-02 | 2.1385e-14 | 7.4012e-51 | -9.6546 |
| SHADE | 3.7600e-15 | 0 | 1.0187e-01 | 0 | 9.1222e-124 | -9.6589 |
| SHADE\_O | 3.8784e-15 | 0 | 8.4861e-02 | 0 | 6.1012e-123 | -9.6600 |
| LSHADE | 3.9968e-15 | 0 | 8.0644e-02 | 0 | 9.0283e-89 | -9.6601 |
| LSHADE\_O | 3.7600e-15 | 0 | 5.7520e-02 | 8.7623e-28 | 3.1572e-90 | -9.6601 |
| JSO | 3.7600e-15 | 0 | 7.7162e-02 | 0 | 4.4551e-71 | -9.6601 |
| JSO\_O | 3.2863e-15 | 0 | 5.6561e-02 | 0 | 4.5922e-71 | -9.6601 |

表4：實驗結果（10維、平均值）

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 7.5495e-15 | 2.2974e+01 | 5.1048e-01 | 1.3598e+03 | 1.4733e+01 | -26.1695 |
| SADE | 7.5495e-15 | 0 | 1.5548e-01 | 2.3814e-26 | 8.0082e-40 | -29.6309 |
| SADE\_O | 3.9968e-15 | 0 | 2.2800e-01 | 3.3361e-27 | 4.3819e-38 | -29.5972 |
| JADE | 3.9968e-15 | 0 | 1.4624e-01 | 2.4685e-22 | 1.2362e-30 | -29.5410 |
| JADE\_O | 3.9968e-15 | 0 | 1.3379e-01 | 2.6041e-17 | 1.6096e-31 | -29.1490 |
| SHADE | 7.5495e-15 | 0 | 1.3636e-01 | 0 | 8.2500e-62 | -29.6309 |
| SHADE\_O | 7.5495e-15 | 0 | 1.7564e-01 | 0 | 6.0872e-63 | -29.6309 |
| LSHADE | 3.9968e-15 | 0 | 1.1612e-01 | 0 | 7.0989e-47 | -29.6309 |
| LSHADE\_O | 3.9968e-15 | 5.5907e-04 | 9.7544e-02 | 1.6500e-17 | 1.7534e-51 | -27.7421 |
| JSO | 3.9968e-15 | 0 | 1.3400e-01 | 1.3849e-20 | 1.0819e-35 | -29.4745 |
| JSO\_O | 3.9968e-15 | 0 | 1.0887e-01 | 4.1290e-21 | 1.5171e-36 | -29.4997 |

表5：實驗結果（30維、最小值）

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 演算法 | Ackley | Rastrigin | HappyCat | Rosenbrock | Zakharov | Michalewicz |
| DE | 6.9310e-01 | 4.5648e+01 | 2.2875e+00 | 4.4270e+03 | 4.3755e+01 | -22.8867 |
| SADE | 6.2853e-01 | 3.9790e-14 | 3.1581e-01 | 1.8091e+00 | 1.2993e-33 | -29.6220 |
| SADE\_O | 1.0557e-01 | 0 | 3.3963e-01 | 7.9732e-01 | 2.0369e-30 | -29.4405 |
| JADE | 4.1152e-15 | 4.3115e-01 | 1.9299e-01 | 5.3155e-01 | 2.7466e-25 | -29.3457 |
| JADE\_O | 4.2336e-15 | 1.1077e+00 | 1.9947e-01 | 7.9732e-01 | 1.6455e-24 | -28.7325 |
| SHADE | 3.1044e-02 | 0 | 2.7583e-01 | 5.3155e-01 | 3.8353e-56 | -29.6275 |
| SHADE\_O | 3.1044e-02 | 0 | 2.6661e-01 | 9.3021e-01 | 3.6485e-57 | -29.6289 |
| LSHADE | 3.9968e-15 | 0 | 1.6975e-01 | 1.1997e-28 | 9.4465e-33 | -29.6309 |
| LSHADE\_O | 3.9968e-15 | 5.9428e-01 | 1.4271e-01 | 2.6615e-11 | 7.2198e-45 | -27.1653 |
| JSO | 3.9968e-15 | 5.6843e-15 | 1.7623e-01 | 5.6999e-18 | 9.1690e-32 | -29.3425 |
| JSO\_O | 3.9968e-15 | 7.5791e-15 | 1.7204e-01 | 1.5288e-17 | 3.5075e-32 | -29.3604 |

表6：實驗結果（30維、平均值）