Homework4 Report

**莱文贝格－马夸特方法**（Levenberg–Marquardt algorithm）能提供数非线性最小化（局部最小）的数值解。此算法能借由执行时修改参数达到结合高斯-牛顿算法以及梯度下降法的优点，并对两者之不足作改善（比如高斯-牛顿算法之反矩阵不存在或是初始值离局部极小值太远）。

假设 ![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFJJREFUCB1jYGBgeHsGSDDsmgEk2BMWAEnWCUCCga0ASPDMn/oASL0HYgaGMjAZCSZ9wORnEMn0C0QybgCRvGCtLAJA5jv+BUByry2QYDgeACQAqhsQRwA2hWUAAAAASUVORK5CYII=) 是一个从 ![\real^m \rightarrow \real^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAQBAMAAAB3kjXPAAAAMFBMVEX///8EBAQMDAyenp5AQEAiIiIWFhZ0dHTm5uYwMDBiYmJQUFDMzMyKioq2trYAAACs54BoAAAAAXRSTlMAQObYZgAAAWJJREFUKBVtkb1Lw0AYxp9ckyZpYlvBRadYsIM45E/I0MGKSHfF1lFcAkKRTnEQpA52EFQQe6CCX4ODU1EMLg4KdnFzcHMSi1ZcFLz0Yj88n+HufZ/3dzzwHsAUf0R5tjRVOgsaQS++dvC8D5i1LXX+A+4ovpEUqNsjr1jNqYQmABnFGvL2atK0IgWBdNQFqrxry7gGdCQc3Ft9OdWRDwWygibMNzzgBFCpVIHxKVO9LpUFsoRB4MqdwJgLXBIW2q/4UU9ZFEijngak5Aw2bRZPLGjTAmNyp5ICVsKd6GQgs+ELpB6Sw5nsJC9VmVhB/l9FaOC4Tgosv6XYHrGi3YvU7rjOPTY/tlOY4yA7SUFptBvA2ObKuy0zjXx7SHJ6N/nr7/BiBNXQifkS/Y80/AA4xVCbNPx1X2/EwnedizsX2hcjKbfHa4g3dztITyWvUbxmn7in2sCN1zPvati3mUut/gdbXlb+kn8KGwAAAABJRU5ErkJggg==) 的非线性映射，也就是说 ![\mathbf{P} \in \real^m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAAQBAMAAAC//t8ZAAAAMFBMVEX///+enp5iYmIwMDCKiopAQEAWFhYiIiJ0dHTMzMzm5uZQUFAEBAQMDAy2trYAAAC/OlaNAAAAAXRSTlMAQObYZgAAAR9JREFUKBVjYMAFHjAsqmuKa9rAwPD2/J+7528vQFHIucmK0fgzQ8Mlhi8MB4Ay838wMOw/iaKElaFNg6H+waoDnBcYE6BKeL6jKVkfwDA/gaWAI4BVC6qE7T9EiXNaGtBuBiYFHgMG7i+sCswOPItQlUyLg6hk2MKbwMB1hn0C2wL2RqgSiEVc96AqGJh5LzBwlcJ4YOfG3wJxmR1ggsy8R0NNJ8B4DPP/puVWgHm8MDEOVt4LQHPgYP5vGPP5TCBYAOQx6fFeYDsAZEABQslbYyBoAAvzJrB/gCkABh3cFHaEIK8BM1YlzA+gapgm8CtgV8KVCVeyfgLzByaYoW/v/7kNY0/ThLJ2bWLg+2oJE0ahoRHAwCHAwDBjAVQKANupW7by1gMvAAAAAElFTkSuQmCC) 且 ![\mathbf{X} \in \real^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEAAAAAQBAMAAABUyWQaAAAAMFBMVEX///+2trZiYmIwMDDMzMwWFhZQUFBAQECKiooiIiKenp4EBAR0dHQMDAzm5uYAAAB34eOXAAAAAXRSTlMAQObYZgAAATlJREFUKBVjYMAFGBn4NGXUGRje3v9/h+/+71so6tyUHyy2N+DhVeAHCnP+b2BgT0CRZyjgCTrA+ZHvNYMvUJxv/z6GVlR5hgK+7wwsXxk6GdRAEv0/+bZAFXCYhoaBmEoMmxkY8huKGK4cAPKY/58EUUDAEi4AYbA1XGVgeL1hCoPNAqAA3/7PEGGGt1B5BgaDuwwMLwugwgzrv0JZFjARBoPb5cUlcN7r/woQ9gWY0IGCuwxAM2DA7P4XMJNxiouLix+IqSRwlyEaJs3AM0H+L0TBZWNjYxuI+FWG+XAF3g+Y/ieAeRPgYgyXGezhnCgGhviPYJ4hTEyF4RNCATvQN/6/wVJPHaAqVPi+ABUogHlr9/99wHj//94FQB5LkANYjIHtmQKDfDGUAxGCkLCgZjgFVH0OLAYAdDBTM7EBaJUAAAAASUVORK5CYII=), 那么:

![
f(\mathbf{P}) = \mathbf{X}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAVBAMAAAAqQdQ7AAAAMFBMVEX///9QUFAEBASKiorMzMy2trYwMDAMDAx0dHQWFhYiIiLm5uZiYmJAQECenp4AAABWxdWWAAAAAXRSTlMAQObYZgAAAYJJREFUKBV9kr1KA0EUhU+yP/nZ/AmChRbpUlgkj7CVdRqxEvMCkpAmqCDbiGCVxiIguIWFNhpSaOErKMZCUaKQFxA0FhGijndmsplZol7Ye8795sxwiwXG5UyZAEzpbEDi5cD9oi9XQKpv1VmhPpwHeuGI02BD74IV+oSd0QmwBJjMQ2Tg4jwcBc7egVsB47VL4EhGUfSR5vf16gzaRlMAu0sxsvxVHL7C8hEug/kdV6CYR6vmVBR5gbVW/TgWU6q6XkaypBbAqZYStsMqEq2RRF0ZTQ/bwBMBPLZ4+dwiw5pCsUuSpYTJNlqbHg0zkqvuFD/lcE+Spc9kOQmupahuzzFXTAfU/4/uWawmot88KhYYvyoW0HY1F3HzxqPmiFqsrC3wwLFWiT4SjAIw8tTskhbd12LcPvOzPJmITy3ehdVgBbkBp6oydbaFFTbYBpIeYaemnXWVD7nlaJvPdwrarvIh97UqRu3PkyAUksNCT6jhTc4qE/eH2Ql4SiwUTJr+AMDrbjQlfSgxAAAAAElFTkSuQmCC)

而我们的目的就是希望任意给定一个 ![\mathbf{x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAAKlBMVEX///90dHQwMDDMzMxQUFAWFhaenp5AQEDm5uYiIiIEBAQMDAxiYmIAAABs8mciAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAEFJREFUCB1jYICA03cXcN5dwcBQO4EtAijCesW6AUhxrF0Mls69DKY0b4MEWQpqJwApSaAiBgavuwZddzeCZRkYAJmEENR+tvs/AAAAAElFTkSuQmCC) 以及合理的初始值 ![\mathbf{p}_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAOBAMAAAA/Njq6AAAAMFBMVEX///9iYmLMzMxQUFC2trYWFhYEBARAQEDm5uZ0dHQMDAwiIiIwMDCKioqenp4AAAATiRo9AAAAAXRSTlMAQObYZgAAAGhJREFUCB1jeP//zq6VDGDA8X8HQ/0BCDv/AUP/PziT9TuTpQmQBxTl/sPFwAVhsn5/ysD6ACza/2U2A7cAkHmA4XyBNIRpcyqWASoKVMQAVHsBrJaBgasBagIDA0sl0Fyv/4uBCtAAAP2JJM1r7qO1AAAAAElFTkSuQmCC)，我们能找到一个 ![\mathbf{p}^{+}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAXBAMAAAASBMmTAAAAKlBMVEX///9QUFC2trYWFhYEBARAQEDm5uZ0dHQMDAwiIiIwMDCKioqenp4AAACMXDm+AAAAAXRSTlMAQObYZgAAAFtJREFUGBljYIACHhgDRLOSzMlatWLV0gS4NgIGnL27a0Y7zB62u9MYYhfAtPoeYMi9g8RhvorE4byFxEGRyb0El1nAsDYAzpFaYQ1jMwCNRgCcHI27jQhVyCwAHBUb1sZbErkAAAAASUVORK5CYII=)，使得 ![\mathbf{\epsilon}^T\mathbf{\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAASBAMAAABY9biuAAAALVBMVEX///9iYmIEBATm5uYWFhYiIiKenp50dHQMDAy2trbMzMxAQEBQUFCKiooAAABd4ynaAAAAAXRSTlMAQObYZgAAAI1JREFUGBljYAAClo3nBE+AGBAwl+EGAyOMw8BQwLCbgR3BZWDoReYwMD9G4fI2oHC5N6BwOS4gc9nPbUdw7+yCsnlPL2BgmFEA5XG2Axlcz6A8hnUJQBarA4wbAmLwee+eABF4snsnA4MdzA7mtyBRpgSIHAODGojBuIHBACIgzcAMZMiUQ5UzHq9lAABO1RuK/N3JYwAAAABJRU5ErkJggg==) 尽量小（局部极小），其中 ![\mathbf{\epsilon} = f(\mathbf{p}^+)-\mathbf{x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHkAAAAXBAMAAADdKv1QAAAAMFBMVEX///8wMDBiYmIEBATm5uYWFhYiIiKenp50dHQMDAy2trbMzMxAQEBQUFCKiooAAABXS8SsAAAAAXRSTlMAQObYZgAAAchJREFUOBGVVD9IAmEUf9r5Bz1R2wRJm1oUHNoa7iQImnRpiUiHoFrKpTnHgoaGhggiV6HBoaaGDikIC6qlpQKjpSVQjMIK7L3zvu/ui7qrB+97v9/7vd997zwQwDl8ziM2E7KN9qukMoXcEiN/rKEaGyS3v8KYY/XVkwAjfEzf/IRTJ5CbyEMwYkxlo7FoXIWsk4nr65IKXr446HfLJS47gDjqh+aM7g4UzYY92kY5bY7obsiYDSt6PrcyxMPtBsASwGrvYZEe1HfPW6fcex1IdFWAapnap1MURYIQaOExht+4NweXEb2FR50BvcqvsIIg+CZ0ifg38XjBVEqQ4/I9SWYUbreQePNmx0Ay3dfCRLfnk8kpAkcUB4TGOzU8wzMXFWKW8CSRGG5vmwnkDkYpBqnl65E71yQsvHe4hA1jc/Pub5u7lmnzARoV41hFvoNJ7/3OtDMG+vUOfzcAtwaq2IdH4kOYSgQSGhGK6X4xTn8RCleI02tNoQ9wQ3wDU7mOzXItwxGCkPIhKd2ytcXwAoFJTNych0/j0A4EKqMkyxXR7arZmbgWbmiEpYjo3ucDtiCUUnX9Caq9XXMSH/afEP+L3OpP3i/kNl9X0ocMoQAAAABJRU5ErkJggg==)。

像大多数最小化的方法一样，这是一个迭代的方法。首先根据泰勒展开式我们能把 ![f(\mathbf{p}+\mathbf{\delta_p})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE8AAAAWBAMAAABzm9yKAAAAMFBMVEX///9QUFAEBASKiorMzMy2trYwMDAMDAx0dHQWFhYiIiLm5uZiYmJAQECenp4AAABWxdWWAAAAAXRSTlMAQObYZgAAAZ9JREFUKBVtUL9LglEUPf7I1E/NKRoCG1yiwVqi0aWhlr4lgiASCqpBtCFoyyWcmhrCaHjQUNbi1tCgzUU4RRGV/4DYUgRidt773rNP8MJ599xzD/fe7wN0VAwZlF1NT3qQwWiHDmk+AI9G68szJ3FVR9VIq12GP9NnMEUtNq2opdrB/C3CadNT2dwkjPouSaAOLBjFyUKX20ZelWS4ANwZxclCly1bEy9zJJe1cQ60urMX+1oXOhfzmoQbJOtEErC61/jIkDOEerE4/+MQRGskRaJNpBqo/jIzhHqtJE4VATxxkifik6Ax1HEaQiV+5YtTI1InOSO0MfxNvlMqTZZKAhix1RBKjlGu06v7Jy4Bl9LFkKv90rRHyBu/pGpurMKaiqXeyjYQLQC+CXY2iFQGOXkKQ6g3ZHsKSNgBTgrR7JHqEZEa3TpWBmO0nseARMXHfyR/eLjA54bgahPCEGNsAsveCtUoR7uMGZdRrd4EOmtStNhyGf99SGSvbAzx9vFXpc5hpbvr6vdoQi4M9EoEuXtgKOP9wFafGDsQTv0He2tnIs2RsAkAAAAASUVORK5CYII=) 写为下面的近似，这有两个好处：第一是线性、第二是只需要一阶微分。

![
f(\mathbf{p}+\mathbf{\delta_p}) \approx f(\mathbf{p}) + \mathbf{J\delta_p}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMgAAAAWBAMAAAB3Qs7yAAAAMFBMVEX///9QUFAEBASKiorMzMy2trYwMDAMDAx0dHQWFhYiIiLm5uZiYmJAQECenp4AAABWxdWWAAAAAXRSTlMAQObYZgAAAzJJREFUSA2lU01IVFEU/mZGR50/XUS1CKaFBFExtqlWNRAGtultKgiigcL+kIwICxfORlwFgVBMBF0qMGvRrHJR4LQuYjZFEZW7NomVpJLo9N1zf+ZNjhB04Lxzzne+75777n0PsFZ2SbO4bjP5L2q/YiTv0ybJaBNMoA22sS7BC2dfA298FU523+6SMt3kVbQqNWPZfxNSQ7XFAHB6ILk8iZaCZTeGSqZHgOTatlbhkKOvJYwo9pweaB98jkTe0SW6jSuHfnaJj1qFh750BKeEDFG+H68Cfb6SxDXPOfiES3zUqpabvnQE5RAZ4vVoKwIvXc9EZcu5wCZRicdu6boouValuiTVD0MAlENkiNenLg0EeADM1fZMXLMURx0btEBihknrzm+7uH1ZWVSJHmRq8xeGioAQyFF0MRni9ThFsJv3X3uCLwXDUCYc7l0yCdIVJvE80lfQlxdMq6J5YPp3Ob0AQyCk6GJ6SF2PMYLL9NwMpleFYKnJbtwxNSJ6+2n615/zBtKqzjIHrXJ7M4ZASJku9MWH9HhH/DudQzpWDEdJ4N1+MDVSVSbye/daRKs66RyCe1VDYKnoYhwS0uMuQTskwRfH+VJpe6mkuEYgG9AaGYK9i0XmFTpE5YY8LRiCV7LPISE99BHZ42p8kyPAI70eTY4rNn5wIkCmIohW2ePSbyIEQkqaU8N6SEjfogdcpes7+SUcS51Gckcm92ky4HUU2UgAsW37N5U1R1Rt7MidBIZAXOkmDiwhV0VIH9tK9DQ9V8ClKiNNybMjiBSRDeLcRQeXQzv9xdBF6Ykq3sMhC4jzJoXAjpLu9HCmlifm9RGN36DnNp4dF4qjJt9vBrLlGL9j96/ZPs9PMW3nnqI/+q/rWQ3K1v77Z/ih1PWJIvtTdB6XM+USN2S2DphMVMlBrm6+ekcIKQ1RNnk0WmaVDhqGFAxBP81xcV8NZlR464c4QqGBxkL0Kyc1nCw0DNGQtezA4wCtVVfaaFR45oasIXi+6Ld8lHofjtcu+04oyeoXjYcASa0qVmwdWexqRvAC0duqnefV1IT0qmmL4KhtrEvgh7Oeto5n+FP9j4n+DxvT8kxCHljuAAAAAElFTkSuQmCC)

对于每次的迭代我们这么作：假设这次 iteration 的点是 ![\mathbf{p}_k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOBAMAAADd6iHDAAAAMFBMVEX////MzMxiYmJQUFC2trYWFhYEBARAQEDm5uZ0dHQMDAwiIiIwMDCKioqenp4AAAAGB3GhAAAAAXRSTlMAQObYZgAAAGxJREFUCB1jeP//zq6VDGDA8X8HQ/0BCDv/AUP/PziT9TtHFYgDFOX+wzAdymT9zrAXyuz/wpDhGQBUcIDhfAFLnMcBINPmVCwD0/IGoAqgNgYG7icJQDaYycbwYQKUKc1wyIHB6/9ioAI0AACJCCe7jMCZUgAAAABJRU5ErkJggg==)，我们要找到一个 ![\mathbf{\delta}_{\mathbf{p},k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAUBAMAAABohZD3AAAAMFBMVEX///9AQEAEBATm5ubMzMy2trZ0dHQwMDAiIiKenp5iYmIMDAwWFhZQUFCKiooAAABlrBjEAAAAAXRSTlMAQObYZgAAAKpJREFUGBljYGB4e/oCAzJYwPkAmcvQgMJjYChD488PQBXI3oDC93D9hsxnVmE4gcxnF2CQgfKZpYEM/gAGcZh8IpDhz8DQBuP3ARn2DMzKnPqCPSBLlcMOMPAE8CYw3A9g/8zAwHoyuICBWewaA8N9Az6gpVwbDaA6IXyOqQpQAZB6zgAmhg8JEAX3CzsC2A94MFSBTAWC+yB1CSAWBKDxOfc3MDDwOYDkAAx8Jos3EJsaAAAAAElFTkSuQmCC) 让 ![|\mathbf{x}-f(\mathbf{p}+\mathbf{\delta}_{\mathbf{p},k})| \approx |\mathbf{x}-f(\mathbf{p}) - \mathbf{J\mathbf{\delta}_{\mathbf{p},k}}| = |\mathbf{\epsilon}_{k}-\mathbf{J\mathbf{\delta}_{\mathbf{p},k}}|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAbYAAAAWBAMAAABeTKQZAAAAMFBMVEX///+Kioq2trZ0dHQWFhaenp4iIiLm5uYEBAQMDAxiYmJAQEAwMDDMzMxQUFAAAAB/w43bAAAAAXRSTlMAQObYZgAABMhJREFUWAmtVk1oY1UUPmmavjQvSWfjwoUYRERwYOIgwmykliIiSuvgwnEWBtGFi2Ees7E4gl3oRkdaf2DoxhY3Ut2EAceFSruQCs4MjSKIoBgYF+pQMlO0P7TT+J1733u55+QmjeiBvHf+vu+eL+/elxD1saBPLS5Fh7fIjoTzXwMlzUDRRp+ufrUYdhz3ckNy6FhUE04GHmqaScd9CTbomr9++hOiwrSvlvntQycd4vsvKm06TtoFJwOFLS+23yOS7JpJxwmBDwtlfm3B9otEPydQcS/Q004crA6sTXIyUNroFmLJrrXoOCXwYHtqy86/QnQmhbKTHJQRkaXPBtamOAGUZuaT7FqLjlMCD7antmKdqDSeQtlJVi1WRfq+gbUpTgClmfkku9ai45TAg+2pbRQCCs0Uyk6iLbcp0vlE29EnKyiw8B4TKE4ApZn5JLtm0nFK4MEabcvt2WL7YtrGTmH9SoVGjlCufWttIX5OibbsgmgdmbZaht567m086yaKxUZhcYfWdyPRqDkBlGbmk+xaC8eZG7ho82Dtc1up5cZV8zHEeXC8vhWF+7YWayudOVZ1m8Mlqw3Lhu/SD7wuu1v0jNvFvuIEUBrPp9iNtnCS7TFuRjz0vkTZyIO12oYPfooU4ATiMSTzf1PQnjbFWNtMY7jmNpebVluI5KmdW1ziiaY25E5AWnECKI3nU+xGm9OF+Fc7jZNk14O12oK5d0zrL2w/GvdLXMfwgTaaqptUrO0KheMmJjo/D6dQt9rMa/R7U+GJZnZwwXMwnJFJK04AZZ3n67Dn5lD2aMNvk11YcHuwVhs9f5sXL11l+5ZdegKfRNvZVSwyOfm43RebFCI2luXpEm10524V4RI+PFGujQt+Ig0nJ7s4jTa3zvM57C1APNr++uISmYUFtwcba1tTx54IjyvZk/K5lW7SCGtgw8sGf7iadoLMo9+9XKHcElI8UfFs155UnHJPBgsR5nPZU23ivAW8683CuMfmx1pt5fpKLemz99I27qOV+LzhDrN7MrhJM9Gze5cnkMmfe4gorFptKGcu3PFHhDxru4G3iTTNCaBjmXY1v0cue4tWVpnJNcRvIjYLd/J+rNX2MA0fdDrZy8ziUjwCln0q7nEm0UYTdJ3Km7QeEd178jWi4YrVlkXLqwvfcCcmyNZoqgnXMc0JoGPBbsQnw2FvZZ6yzE4XmD/FHySzcCftxxptv7cbM235Zi3XgORdnT+4+gEkssXvkvOPVKm8TXdXiZY/Rxo/wd3fbnnudjBnzp+BmovmBNC1o2sXGnhLdNhb6/G35nRhpcL1B+3CTtqLjc+b02Zdc6SCeUzOhyTOJQ7OmNX20v14OZ72aeu0djzNCaDfYvbWiYueb81AzMJesIPtoe2efMTIS0JbsUNm9uRJmh3DRrw2oLYuTgD9FrO3gjd6aTMLe8EOtoe2vQcMEKfJeW4OV3n/8gv0dalW/IiG6gNq05wM9Jtlzy021ye6dztDzMKHYnto+5MPEt4o1aHF3aZx5QVPHsfR5Php+ieQENKczjZQnS57Q9b0SrKKyMFC21dd9U7ieMcVnsPwMQqhmkDHAptwMtBvDrtm0nEXgYPtq6wLmCZO8W/XXWn4Pzv/hV1g/wGePfw6Ly+KCQAAAABJRU5ErkJggg==) 最小。 根据投影公式我们知道当下面式子被满足的时候能有最小误差：

![
(\mathbf{J}^T\mathbf{J})\mathbf{\delta_p} = \mathbf{J}^T\mathbf{\epsilon}_{k}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIQAAAAYBAMAAADJzkisAAAAMFBMVEX///9AQEB0dHS2trYMDAwEBASKiooWFhYiIiIwMDCenp5iYmLMzMxQUFDm5uYAAAAgETWjAAAAAXRSTlMAQObYZgAAAglJREFUOBGVlD2IE1EUhc8kmezEyUyyaLGIxdOtF4JYaKMRFzvR1kamsBV32UKxEgSrLWInKBjxp3UL20hK7YKNjcWz2MJqE2LhH6733vfeZHzDrHoh9333nDN3mEkIkNfm6Meon08HQkW0njX72DnwSmeWoqlxagi6UIa1Oap6MSqZjy7ZyBytOqg6F1FOxEPg9eX9C8CeplEwYGp+uETdr0I0t94xNb5Suy4aYzogjPFSBK8Vos7ZZhB9WSTBo4SRjKVWiFqvvcEg+kWRBE8TtpTMfitErRVPGFhfmymHCIkOzXksVSFqvShjkNVGEYyGQG3dCF4vRG8cEy8c81HQBYMdtLfPKbaogltct82wiJ5SRuloPhe6wWSC3fHSXbb8yqPt79bqyJnrdlvcxQME8qYrV0Rkp0fIrlwxRzDwL+c5v1tnc7mH47xCI13XTneYTNpTRIovoVq8C+ezupdRu0+fRg/NfRXOCKkcBiqdYle/mK1sGcN25/MYDqldO7mBVob0i371k0Yqh0s9bOE9kjmeaDFscz6P9L50/c7ZAWpd4MzDq2ObsUg/rU9rCskv3FTWMUchitGJLD6v6b79PyJ2eGrO8govHD27ooHDnirjYyOWHsTPhpgq4LMv01ynp+NKvq3cM1TR3+JRj74EVbZbVqIH+adaLafe/OeK8oZceU7/AX+t34aSlz98QoefAAAAAElFTkSuQmCC)

我们将这个公式略加修改得到：

![
[\mu\mathbf{I}+(\mathbf{J}^T\mathbf{J})]\mathbf{\delta_p} = \mathbf{J}^T\mathbf{\epsilon}_{k}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALkAAAAYBAMAAABUw0EkAAAAMFBMVEX///9QUFDMzMwwMDCenp4MDAxiYmK2traKiooEBATm5uZ0dHQiIiIWFhZAQEAAAADVx0D6AAAAAXRSTlMAQObYZgAAArlJREFUSA2VlT2IE0EUx99l87HZJJvD9sAcXGEj3GFh4wfp7EyaQ0Hw9opwYCELVoJiLOxFvUYQFyzszFqIVygMYqcnNtcZWVA4UBNEUI5TL755M7MfMwmJA/vem//7zT/L7GwWYOr4uP5rvT2VUsD/0VDq2m3w1OJpeWbaEU4VcCMIRR1MM4c0jfCATVpxSDUKXVU9B6jsBGo2Pic09plg7NXRZiRKGYtNgM7a6BxAL0CJShcrC6+bO/Mo6SNFqxaTRW7kKUnkJZ4KfzDcIoGXzopw9/Jd0rSQomWHyRy7B1J4xTPxQ1Ko/CzcGSlGSNGyp8DYXQq59xwg/jyvRHlNuJ8gxQgpWvaYzLp7kXaW808PQs7Q0rJwb/lyVTalaNlgAC/AuQ+6e7XLAbLkhSyrTXqqz9pC02JC24cXqccA3oH93XAvUzvhxQ+5Hnc/euQ3rcXg9vn4IKYxXbog+wxgD1xmuNcDDsS8LOfm0d25A9KOI6kR08tNqTIo7UPNM92pH/PSvRihuxXBIOWZlDG9jdoTvnsMim3o+dL9VL//oN9nqNfxMu+d3Os+fKKuHmL3v8NdqETYZlCNoOWY9x6AsxooXpW0M8sAb5Rxsu8KwY6zh4GOBYN6CN8qhnvBB3sUlg+EjSrdEHemh2cs/3C4nT2WCuEL7uFVfvyS3/sNr3SxaLhbXXB+Bq0fwl2VNR/da/5cCA3f2hc9GRXCp5fBgetnHnH3zvGtpY3kX4wJmm/blZN3F8VMlfQ2OV8XABqBHR9LwaTo4sIWdL6gzPC4ZwYTM2fsC3NWvKuImO4ZF4DXV/EDwfC4Z8aKnO1mVDk5lrjrO6Pjt+sVdMfjPnbgrhmjFCXup99mn6oG55i1ge4203Q5tUNTt1CyAtIbIlE9OQzYpB5+5vRxKfnyzeauG8w4z6+xGch/dgb1FMVUis4AAAAASUVORK5CYII=)

就是莱文贝格－马夸特方法。如此一来 ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAALVBMVEX////MzMwwMDB0dHSenp4MDAxiYmIWFha2trZAQEDm5uYEBAQiIiKKiooAAABDQ78aAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFBJREFUCB1jYOA9wMC9gIGBZwLDPQYGBr4LDHOAVN8ChjIglcrA9QJInWRgeQCknjFwFhgwcLxkaJ+QwMAWlOyoJgDSBgJAbSAA1AYCl8AkAHNOEbj30nAeAAAAAElFTkSuQmCC) 大的时候这种算法会接近最速下降法，小的时候会接近高斯-牛顿方法。为了确保每次 ![\mathbf{\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAALVBMVEX///9iYmIEBATm5uYWFhYiIiKenp50dHQMDAy2trbMzMxAQEBQUFCKiooAAABd4ynaAAAAAXRSTlMAQObYZgAAADJJREFUCB1jYGC4s4uBYUYBAwPXMwYGBlYHIMHnvXsCg90FIIspAUgwbmAwYGCQKb8AANQ6CSyrHE2bAAAAAElFTkSuQmCC) 长度的减少，我们这么作：先采用一个小的 ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAALVBMVEX////MzMwwMDB0dHSenp4MDAxiYmIWFha2trZAQEDm5uYEBAQiIiKKiooAAABDQ78aAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFBJREFUCB1jYOA9wMC9gIGBZwLDPQYGBr4LDHOAVN8ChjIglcrA9QJInWRgeQCknjFwFhgwcLxkaJ+QwMAWlOyoJgDSBgJAbSAA1AYCl8AkAHNOEbj30nAeAAAAAElFTkSuQmCC)，如果 ![\mathbf{\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAALVBMVEX///9iYmIEBATm5uYWFhYiIiKenp50dHQMDAy2trbMzMxAQEBQUFCKiooAAABd4ynaAAAAAXRSTlMAQObYZgAAADJJREFUCB1jYGC4s4uBYUYBAwPXMwYGBlYHIMHnvXsCg90FIIspAUgwbmAwYGCQKb8AANQ6CSyrHE2bAAAAAElFTkSuQmCC) 长度变大就增加 ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAALVBMVEX////MzMwwMDB0dHSenp4MDAxiYmIWFha2trZAQEDm5uYEBAQiIiKKiooAAABDQ78aAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFBJREFUCB1jYOA9wMC9gIGBZwLDPQYGBr4LDHOAVN8ChjIglcrA9QJInWRgeQCknjFwFhgwcLxkaJ+QwMAWlOyoJgDSBgJAbSAA1AYCl8AkAHNOEbj30nAeAAAAAElFTkSuQmCC)。

这个算法当以下某些条件达到时结束迭代：如果发现 ![\mathbf{\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAALVBMVEX///9iYmIEBATm5uYWFhYiIiKenp50dHQMDAy2trbMzMxAQEBQUFCKiooAAABd4ynaAAAAAXRSTlMAQObYZgAAADJJREFUCB1jYGC4s4uBYUYBAwPXMwYGBlYHIMHnvXsCg90FIIspAUgwbmAwYGCQKb8AANQ6CSyrHE2bAAAAAElFTkSuQmCC) 长度变化小于特定的给定值就结束。发现 ![\mathbf{\delta_p}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAUBAMAAAByuXB5AAAAMFBMVEX///9AQEAEBATm5ubMzMy2trZ0dHQwMDAiIiKenp5iYmIMDAwWFhZQUFCKiooAAABlrBjEAAAAAXRSTlMAQObYZgAAAHdJREFUCB1jYGB4e/oCAwQs4HwAZTVAaQaGMjhrfgCMmb0ByvJw/QZhMaswnICw2AUYZCAs/gAGcQjLn4GhDcKyZ2BW5tQX7Alg4AngTWC4H8D+mYFZ7BoDw30DPqhRSCyQLBjcL+yAWn7fACIC0gFlce5vYGAAABzCHErvYIHLAAAAAElFTkSuQmCC) 变化小于特定的给定值就结束。到达了迭代的上限设定就结束。