基于合作的图像级注释弱监督息肉检测网络

# CBIA-WSPD:Cooperation Based Image-level Annotation for Weakly Supervised Polyp Detection

## Introduction

结直肠癌癌症（CRC）是癌症中诊断频率第三高的癌症，其中80%以上源于息肉[1]。未经治疗的息肉可能会变成恶性的，并可能危及生命的癌症[2]，尽管它们在早期是良性的。在临床实践中，借助结肠镜手术检测和切除息肉被视为预防结肠癌发展的黄金标准。然而，这种方法在很大程度上取决于医生的经验和熟练程度，由于内镜医生在长时间工作后的不规范操作和疏忽，失误率很高（高达30%）[3]。幸运的是，**卷积神经网络（CNNs）和变压器已被证明是自动息肉检测的最先进的计算方法**，并将误诊风险降至最低[4-5]。

Colorectal cancer (CRC) ranks the third most frequently diagnosed cancer, which more than 80% originates from polyps[1]. Untreated polyps might become malignant and potentially life-threatening cancer [2] although they are benign in the early stage. In clinical practice, the detection and removal of polyps with the help of colonoscopy procedure is regarded as the golden standard to prevent the development of colon cancer. However, the method highly depends on the experience and proficiency of the medical practitioner that suffers a high miss rate (as much as 30%) due to the irregular operation and negligence of endoscopists after long duty[3]. Fortunately, the Convolutional Neural Networks (CNNs) and Transformers have been proven to be the most rominent computational approach for automatic polyp detection and minimize the risk of misdiagnosis[4-5].

在过去的几年里，计算机辅助检测（CAD）取得了重大进展，在检测和分割息肉区域方面表现出了令人印象深刻的能力[6-12]。但它们需要与具有实例级边界框注释的大规模数据集相结合，由于结肠图像的复杂性（图2a上）和息肉的多样性（图2a下）,这是非常费力和具有挑战性的。相比之下，弱监督目标检测网络(WSOD)只需要更容易获得的图像级注释就可以进行训练。因此，研究将注意力转移到了依赖粗标记的WSOD上。基于这一事实，**在本文中，我们专注于仅使用图像级监督训练息肉检测器，即弱监督息肉检测(WSPD)**。

During the last few years, computer-aided detection(CAD) have made significant advancements, showcasing impressive capabilities in detection and segmenting polyp regions[6-12]. But they require in conjunction with large scale datasets with instance level bounding box annotations, which is very laborious and challenging due to the complexity of colonic images and the diversity of polyps as shown in Fig. 2 (a). By contrast, weakly supervised object detection networks(WSOD) can be trained with only needs image-level annotations that are much easier to acquire.Hence, studies have shifted their attention to WSOD that rely on coarse markers. Motivated by this fact, in this paper we focus on training polyp detectors using only image-level supervisions, i.e., weakly supervised polyp detection (WSPD).

由于实例级监督的不可用，普遍的工作将其视为一个多示例学习(MIL)问题来处理，这需要预先生成候选框。在众多研究中，选择性搜索[14]和边缘盒[15]是创建候选提案的标准方法。然而，后来的研究认为他们大多数是负例，这不仅影响了检测效果，而且降低了预测速度[13]。考虑到这一点，他们设计了区域提议网络(RPN)[16]. 确实，与传统方法相比，它们在速度上有了显著的提高。不幸的是，这种策略需要大量的先验参数，如尺度和比例。更糟糕的是，这些参数的有效性在很大程度上控制了建议的质量，进而影响检测结果。我们统计了两个公开的以及一个私人息肉数据集的相关信息。如图2 (b)-(c)所示，不同数据集的息肉大小和box宽高比的范围变化很大。这些差异对参数的设置提出了严峻的挑战，如果只设置高频参数会导致召回率降低造成漏检；如果设置所有参数，则会导致大量冗余的候选框和更复杂的计算。此外，这些参数是动态的，因为它们与结肠镜和息肉之间的距离密切相关。进一步地，为了确保RPN的有效性，网络训练需要实例级注释，这不仅偏离了弱监督的要求，更无法应用于WSPD。**考虑到这些，我们认为传统方法可能比RPN更适合WSPD。加入长尾数据（背景框远多于息肉框）**

Since instance-level supervision is not available, prevailing work regards it as a multiple instance learning (MIL) problem to handle, whereby pre-generated proposals are required. Among various studies Selective search [14] and Edge Boxes [15] is the standard methods to create candidate proposals. However, later studies believe that most of them are negative cases, which not only affect the detection effect but also reduce the prediction speed[13]. With that in mind, they designed the region proposal network (RPN)[16]. Indeed, it showed a significant improvement in speed compared to traditional methods. Unfortuantely, this strategy calls for a large number of priori parameters such as scales and ratios. Even worse, the effectiveness of these parameters heavily controls the quality of the proposals and thereby impacts the detection results. We statistically correlated information from two publicly available along with a private polyp dataset. As Fig. 2 (b)-(c) shows the range of polyp scales and box ratios in different datasets is extremely variable. These variations in differentiation pose a severe challenge to parameters setting, as setting only the high-frequency parameter will cause a lower recall rate resulting in missed detections, while result in a large number of redundant candidate proposals and more complex calculations if all the parameters are set. In addition, these numbers are constantly dynamic because they are closely linked to the distance between the colonoscope and polyps. Furthermore, to ensure the high performance of RPN, instance-level annotations are required to train the network, which not only deviates from the requirement of weak supervision (WS) but also fails to deliver on WSPD.In consideration of these we argue that rather than RPN probably traditional methods are more adequate for WSPD.

尽管有几项很有前途的工作将MIL与深度学习[17-19]相结合，突破了自然图像的界限将弱监督成功地应用于医学领域。然而，与自然图像领域类似，它们也很容易过度拟合对象部分（如图1a left），因为它们本质上都高度依赖于区域分类器，而最具辨别力的分类证据可能来自整个对象区域，但也可能来自关键部分。幸运的是，在弱监督分割（WSS）中，检测区域的完整性更容易确保。考虑到他们内在的联系，一些结合分割指导检测的努力[20-21]已经被做出。然而，WSS需要检测热图作为伪标签，但其过于粗糙不足以作为指导标记。得益于迁移学习，最近的视觉大模型方面的进展如（SAM）使这一想法成为现实。糟糕的是，直接的息肉掩码预测是失败的（如图1a right），而高质量掩码需要输入提示（例如点、框）[22]。具体来说，边界框是最有效的点仅次于它。然而对于WSPD，点是唯一可用的选项。考虑到前面提到的事实，即分类器更倾向于关注对象中最具鉴别力的部分，我们认为它是自动获取输入提示的最强大的助手 (详见第3.1节)。**总之，WSPD和SAM不应该独立工作，而是天生的合作精神，应该共同努力克服自己的内在弱点**（如图1b）。

Despite several promising works combining MIL with deep learning [17-19] have greatly pushed the boundaries of natural images to successfully apply WS to the medical field. However, similar to the natural image domain, they also easily overfit the object parts as shown in Fig. 1 (a) left, because they both highly rely on regional classifiers in essence, while the most discriminating classification evidence may come from the entire object region, but may also from the crucial parts. Fortunately, the completeness of a detected region is easier to ensure in weakly supervised segmentation (WSS). For the inherent relations, some efforts [20-21] have been done to combine segmentation in order to guided the detection task. Nevertheless, WSS demands the detection heatmap as pseudo-labels, which is too coarse to be sufficient as guidemark. Benefiting from transfer learning, the recent advances in large vision models such as segment anything model (SAM) brings this assumption to reality. Badly, direct polyp mask prediction is failed as shown in Fig. 1 (a) right, and input prompts (e.g., points, boxes) are desired for high-quality masks of the specified location [22]. Specifically, the bounding box is the most effective, with the point next to it. However, for WSPD, point is the only available option. Considering the fact mentioned previously that the classifiers are more tend to focus on the most discriminative parts of the object, we believe that it is the most powerful assistant to automatically get the input prompts (detailed in section 3.1). In a word, instead of working independently, WSPD and SAM are naturally cooperative and should work together to overcome their intrinsic weaknesses as shown in Fig. 1 (b).

尽管在弱注释检测模型方面取得了一些显著进展，但准确可靠的息肉检测很容易被小而平坦的息肉所欺骗。正如我们在表1中的分析，在图像中，与背景相比，息肉区域相对较小，这使得前景（息肉）和背景（结肠直肠壁）之间的严重区域不平衡，导致息肉被大背景淹没，造成模型过度拟合不相关信息。而后，扁平息肉通常缺乏清晰可见的边界，并且表现出与周围结直肠组织相似的方面，这使得传统的网络难以准确区分前景息肉和外来背景。这背后的原因在于，与低分辨率深层特征相比，高分辨率浅层特征可以很好地学习细节特征和小结构，但检测会不断进行下采样以获得细粒度的表示，这会损害浅层特征，削弱对小而平坦目标的识别[23]。为了解决这一问题，我们引入了特征语义流融合模块（FSFF）来对齐多尺度特征之间的空间信息以丰富特征信息(详见第3.2节)。

Although some notable progress made in weak annotation detection models, accurate and reliable polyp detection can be easily fooled by small and flat polyps. As our analysis in Table 1, in the image, the polyp regions are relatively small when compare to the background leads to the severely regional imbalance between the foreground (polyp) and background (colorectal wall), which results in polyps being overwhelmed by the large background causing the model to overfit irrelevant information. Subsequently, typically the flat polyp lacks clearly visible borders and exhibits a similar aspect to the tissue of the surrounding colorectum, which makes conventional networks struggle to accurately distinguish foreground polyps from extraneous backgrounds. The reason behind this is that high-resolution shallow features work well to learn detailed features as well as small structures compared to low-resolution deep features, but the detection is constantly downsampled to obtain a fine-grained representation, which damages the shallow features and weakens recognition of small, flat targets[23]. To address this, we introduce feature semantic flow fusion (FSFF) module to align spatial information between multi-scale features to achieve a more efficient transfer of semantic information from shallow to deep layers to enrich feature information(detailed in section 3.2).

总之，我们的主要贡献有四个方面：

* 在提案生成阶段，我们通过对主流数据集的多维分析，证实了RPN在弱监督息肉检测任务中的不适用性。因此，我们使用传统方法为WSPD生成提案。
* 我们提出了CBIA-WSPD，一个基于互补协作机制的框架，在只有图像级注释的弱监督环境中增强对彼此的帮助。
* 为了更好地捕捉扁平和小息肉，我们设计了特征语义流融合模块，以从不同层获取更高质量的特征信息，通过聚合多尺度特征层的空间信息。
* 我们的方法在三个数据集（即ClinicDB、Kvasir、private）上进行，这些数据集在WSPD中获得了最先进的性能，并在某些方面与完全监督的检测具有竞争力。

In summary, our main contributions are listed four-fold:

* In the proposals generation stage, we confirmed the inapplicability of RPN in the task of weakly supervised polyp detection by performing multi-dimensional analyses on popular datasets. Therefore, we retain the traditional method to generate proposals for WSPD.
* We propose the CBIA-WSPD, a framework that employ complementary collaborative mechanism to enhance valuable assistance to each other in the weakly supervised setting with only image-level annotation.
* To better capture the flat and small polyps, we design the feature semantic flow fusion module to get higher quality feature information from different level by aggregating spatial information from multi-scales feature layers.
* Our method is conducted on three datasets(i.e. ClinicDB, Kvasir, private) , which obtains state-of-the art performance in WSPD and are competitive with fully supervised detection in certain aspects.
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