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This is a data set consisting of measurements of water salinity (i.e., its salt concentration) and river discharge taken in North Carolina’s Pamlico Sound, recording some bi-weekly averages in March, April, and May from 1972 to 1977. This data is available in the robustbase package, data(salinity)

Model this relationship using: OLS and GM-estimator KS2014setting ,Tabulate the estimated coefficients and their standard errors for both fits.

1. load the data

## Load the robustbase package  
library(robustbase)

## Warning: package 'robustbase' was built under R version 4.4.3

#input data  
data("salinity")  
#view structure of data   
head(salinity)

## X1 X2 X3 Y  
## 1 8.2 4 23.005 7.6  
## 2 7.6 5 23.873 7.7  
## 3 4.6 0 26.417 4.3  
## 4 4.3 1 24.868 5.9  
## 5 5.9 2 29.895 5.0  
## 6 5.0 3 24.200 6.5

str(salinity)

## 'data.frame': 28 obs. of 4 variables:  
## $ X1: num 8.2 7.6 4.6 4.3 5.9 5 6.5 8.3 10.1 13.2 ...  
## $ X2: int 4 5 0 1 2 3 4 5 0 1 ...  
## $ X3: num 23 23.9 26.4 24.9 29.9 ...  
## $ Y : num 7.6 7.7 4.3 5.9 5 6.5 8.3 8.2 13.2 12.6 ...

#step 2 using ols fit model  
#OLS fit  
ols\_fit <- lm(Y~X1+X2+X3,data = salinity)  
#summary OLS fit  
summary(ols\_fit)

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + X3, data = salinity)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.6646 -0.7547 0.2267 0.6517 2.7202   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 9.59026 3.12509 3.069 0.00527 \*\*   
## X1 0.77711 0.08622 9.013 3.59e-09 \*\*\*  
## X2 -0.02551 0.16108 -0.158 0.87548   
## X3 -0.29504 0.10680 -2.762 0.01083 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.33 on 24 degrees of freedom  
## Multiple R-squared: 0.8264, Adjusted R-squared: 0.8047   
## F-statistic: 38.08 on 3 and 24 DF, p-value: 2.769e-09

#step 3 using GMestimator KS2014setting  
gm\_fit <- lmrob(Y~X1+X2+X3,data = salinity,setting="KS2014")  
#"KS2014"是一套预设的鲁棒控制参数，来自 Koller & Stahel (2014)，适用于很多实际问题，鲁棒性好，自动配置好一整套鲁棒回归参数  
summary(gm\_fit)

##   
## Call:  
## lmrob(formula = Y ~ X1 + X2 + X3, data = salinity, setting = "KS2014")  
## \--> method = "SMDM"  
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.4487 -0.3815 0.1830 0.5066 5.0127   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 16.00586 3.38822 4.724 8.38e-05 \*\*\*  
## X1 0.72857 0.07478 9.743 8.15e-10 \*\*\*  
## X2 -0.13910 0.14068 -0.989 0.332617   
## X3 -0.53693 0.12066 -4.450 0.000168 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Robust residual standard error: 1.137   
## Multiple R-squared: 0.8764, Adjusted R-squared: 0.861   
## Convergence in 20 IRWLS iterations  
##   
## Robustness weights:   
## 21 weights are ~= 1. The remaining 7 ones are  
## 1 8 9 13 15 16 17   
## 0.9616 0.9711 0.8851 0.9602 0.6755 0.1248 0.7170   
## Algorithmic parameters:   
## tuning.chi1 tuning.chi2 tuning.chi3 tuning.chi4   
## -5.000e-01 1.500e+00 NA 5.000e-01   
## bb tuning.psi1 tuning.psi2 tuning.psi3   
## 5.000e-01 -5.000e-01 1.500e+00 9.500e-01   
## tuning.psi4 refine.tol rel.tol scale.tol   
## NA 1.000e-07 1.000e-07 1.000e-10   
## solve.tol zero.tol eps.outlier eps.x   
## 1.000e-07 1.000e-10 3.571e-03 6.083e-11   
## warn.limit.reject warn.limit.meanrw   
## 5.000e-01 5.000e-01   
## nResample max.it best.r.s k.fast.s k.max   
## 1000 500 20 2 2000   
## maxit.scale trace.lev mts compute.rd numpoints   
## 200 0 1000 0 10   
## fast.s.large.n   
## 2000   
## setting psi subsampling   
## "KS2014" "lqq" "nonsingular"   
## cov compute.outlier.stats   
## ".vcov.w" "SMDM"   
## seed : int(0)

#step 4 tabulate coefficients and standard errrors  
  
results <- data.frame(  
 ols\_coef = coef(ols\_fit),#data.frame 里面是=，不是<-，注意区别！！！  
 gm\_coef = coef(gm\_fit),  
 ols\_se = summary(ols\_fit)$coefficients[,2],  
 gm\_se = summary(gm\_fit)$coefficients[,2]#这里不要加逗号！！！  
)  
print(results)

## ols\_coef gm\_coef ols\_se gm\_se  
## (Intercept) 9.59026290 16.0058553 3.12508625 3.38822130  
## X1 0.77710540 0.7285679 0.08622195 0.07477515  
## X2 -0.02551234 -0.1391039 0.16107880 0.14067680  
## X3 -0.29503582 -0.5369297 0.10680378 0.12065720

#residual polts of two models

# 1. 设置一个图形窗口，画两张图并排  
par(mfrow = c(1, 2))  
  
# 2. OLS 残差图  
plot(ols\_fit$fitted.values, resid(ols\_fit),#plot散点图，横轴拟合值，纵轴残差  
 main = "OLS Residuals",#图表名称  
 xlab = "Fitted values",#X轴名称  
 ylab = "Residuals",#Y轴名称  
 col = "red", pch = 19)#点的形状是实心圆（代码 19 是一个点样式）  
abline(h = 0, lty = 2)#abline在图上画一条直线，h=0表示y = 0 的水平线，ity=2表示这条线是虚线（线型类型 2）  
  
# 3. GM 残差图  
plot(gm\_fit$fitted.values, resid(gm\_fit),  
 main = "GM (KS2014) Residuals",  
 xlab = "Fitted values",  
 ylab = "Residuals",  
 col = "blue", pch = 19)  
abline(h = 0, lty = 2)

![](data:image/png;base64,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)

#（b）Identify outliers and classify observations into vertical, good and bad leverage points.

#step 1 计算残差和杠杆值，cook distance  
library(car)

## Warning: package 'car' was built under R version 4.4.2

## Loading required package: carData

## Warning: package 'carData' was built under R version 4.4.2

df <- salinity  
df$restudent <- rstudent(ols\_fit)#残差（即实际值与拟合值的差）非常大（标准化残差 > 2 或 < -2）  
  
df$hat <- hatvalues(ols\_fit)# 杠杆值 hᵢ  
df$cook <- cooks.distance(ols\_fit)# Cook's D，用于衡量单个点对拟合结果的影响力  
  
#step 2 设定判断标准  
n <- nrow(salinity) # 总观测数  
p <- length(coef(ols\_fit)) # 参数数（包括截距）  
lev.thresh <- 2 \* p / n # 杠杆值阈值  
inf.thresh <- 4 / n # Cook's D 阈值  
  
#step 3 找出异常值  
outliers <- subset(df,abs(restudent)>2)#找出外部学生化残差的绝对值 > 2 的点，这些是可能的离群点。  
  
leverage\_1 <-subset(df,hat>lev.thresh)#找出杠杆值大于阈值的点，即高杠杆点  
influential\_1 <- subset(df,cook>inf.thresh)#找出Cook's 距离大于阈值的点，这些是可能会显著改变拟合结果的有影响力观测值。  
  
#step 4 可视化表格化这些极端点  
  
print(outliers)

## X1 X2 X3 Y restudent hat cook  
## 9 10.1 0 22.274 13.2 2.058125 0.17632629 0.19976314  
## 15 13.3 0 23.927 10.4 -2.155903 0.14803311 0.17526026  
## 16 10.4 1 33.443 10.5 3.788854 0.54665604 2.78035172  
## 17 10.5 2 24.859 7.7 -2.206240 0.04298953 0.04707657

print(leverage\_1)

## X1 X2 X3 Y restudent hat cook  
## 16 10.4 1 33.443 10.5 3.788854 0.546656 2.780352

print(influential\_1)

## X1 X2 X3 Y restudent hat cook  
## 9 10.1 0 22.274 13.2 2.058125 0.1763263 0.1997631  
## 15 13.3 0 23.927 10.4 -2.155903 0.1480331 0.1752603  
## 16 10.4 1 33.443 10.5 3.788854 0.5466560 2.7803517

#(c)(i) Compare parameter estimates, standard errors, and the set of flagged outliers. ## 汇总异常值编号

print("Coefficient Estimates and Standard Errors:")

## [1] "Coefficient Estimates and Standard Errors:"

coefs <- summary(ols\_fit)$coefficients  
print(coefs)

## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) 9.59026290 3.12508625 3.0687994 5.266889e-03  
## X1 0.77710540 0.08622195 9.0128488 3.593341e-09  
## X2 -0.02551234 0.16107880 -0.1583842 8.754792e-01  
## X3 -0.29503582 0.10680378 -2.7624099 1.083282e-02

(ii) Explain why the GM weight function reduces the influence of the bad leverage observations you identified in part (b) and hence shifts the fitted surface.

Answer:It down-weights large residuals If an observation doesn’t fit the model (i.e., it lies far from the fitted surface), it gets a small weight.

It further down-weights high-leverage points with large residuals #A point far in X-space and far off the surface is seen as highly suspect. GM estimators give it very little influence in estimating the regression surface.

This reduces their “pulling” power #In OLS, all points are treated equally (full weight = 1). In GM, bad leverage points might get a weight close to 0. As a result, they don’t distort the regression fit.

The GM weight function reduces the influence of bad leverage points by assigning them small weights. Bad leverage observations have both high leverage (extreme X values) and large residuals. In GM estimation, such points receive low weights because their residuals are large, and sometimes because their leverage is high. As a result, they contribute very little to the estimation of the regression surface. This prevents them from pulling the fitted surface toward themselves, shifting the surface toward the main data cluster and improving robustness.