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#The Coleman data set contains information on 20 schools from the Mid-Atlantic and New England states, drawn from a population study. This data set consists of measurements on six different variables, one of which will be treated as response. They can be described as follows:

#X1: staff salaries per pupil #X2: percent of white-collar fathers #X3: socio-economic status composite (deviation means for family size, family intactness, father’s education, mother’s education, and home items) #X4: mean teacher’s verbal test score #X5: mean mother’s educational level (one unit is equal to two school years) #Y: verbal mean test score (all sixth graders) #This data is available in the robustbase package: data(coleman).

#(a) Estimate (β0,β1,β2,β3,β4) by each of the following methods and report the fitted coefficients with their estimated standard errors:

#Ordinary Least Squares (OLS) #Huber M-estimator with tuning constant c=1.345 #Tukey bisquare M-estimator with tuning constant c=4.685

#(Hint: first attach the relevant packages with library(robustbase) to load the data and library(MASS) for rlm().)

# step 1 input data

library(robustbase)#先加载这个数据包才能读取数据

## Warning: package 'robustbase' was built under R version 4.4.3

data("coleman") #记得加“”  
str(coleman)

## 'data.frame': 20 obs. of 6 variables:  
## $ salaryP : num 3.83 2.89 2.86 2.92 3.06 2.07 2.52 2.45 3.13 2.44 ...  
## $ fatherWc : num 28.9 20.1 69 65.4 29.6 ...  
## $ sstatus : num 7.2 -11.71 12.32 14.28 6.31 ...  
## $ teacherSc: num 26.6 24.4 25.7 25.7 25.4 ...  
## $ motherLev: num 6.19 5.17 7.04 7.1 6.15 6.41 6.86 5.78 6.51 5.57 ...  
## $ Y : num 37 26.5 36.5 40.7 37.1 ...

head(coleman)

## salaryP fatherWc sstatus teacherSc motherLev Y  
## 1 3.83 28.87 7.20 26.6 6.19 37.01  
## 2 2.89 20.10 -11.71 24.4 5.17 26.51  
## 3 2.86 69.05 12.32 25.7 7.04 36.51  
## 4 2.92 65.40 14.28 25.7 7.10 40.70  
## 5 3.06 29.59 6.31 25.4 6.15 37.10  
## 6 2.07 44.82 6.16 21.6 6.41 33.90

colnames(coleman)[1:5] <- c("X1","X2","X3","X4","X5")#重新命名变量，记得加""！

#step 2 三种回归模型 #Ordinary Least Squares (OLS) #Huber M-estimator with tuning constant c=1.345 #Tukey bisquare M-estimator with tuning constant c=4.685

library("MASS")  
#OLS  
ols\_model <- lm(Y~X1+X2+X3+X4+X5,coleman)  
summary(ols\_model)

##   
## Call:  
## lm(formula = Y ~ X1 + X2 + X3 + X4 + X5, data = coleman)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.9497 -0.6174 0.0623 0.7343 5.0018   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 19.94857 13.62755 1.464 0.1653   
## X1 -1.79333 1.23340 -1.454 0.1680   
## X2 0.04360 0.05326 0.819 0.4267   
## X3 0.55576 0.09296 5.979 3.38e-05 \*\*\*  
## X4 1.11017 0.43377 2.559 0.0227 \*   
## X5 -1.81092 2.02739 -0.893 0.3868   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.074 on 14 degrees of freedom  
## Multiple R-squared: 0.9063, Adjusted R-squared: 0.8728   
## F-statistic: 27.08 on 5 and 14 DF, p-value: 9.927e-07

#Huber ME  
huber\_model <- rlm(Y~X1+X2+X3+X4+X5,data=coleman,  
 psi=psi.huber,  
 k=1.345)  
summary (huber\_model)

##   
## Call: rlm(formula = Y ~ X1 + X2 + X3 + X4 + X5, data = coleman, psi = psi.huber,   
## k = 1.345)  
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.2059 -0.3886 -0.1092 0.4231 6.7054   
##   
## Coefficients:  
## Value Std. Error t value  
## (Intercept) 27.3497 7.6808 3.5608  
## X1 -1.6207 0.6952 -2.3314  
## X2 0.0752 0.0300 2.5045  
## X3 0.6401 0.0524 12.2182  
## X4 1.1557 0.2445 4.7271  
## X5 -3.5195 1.1427 -3.0801  
##   
## Residual standard error: 0.7461 on 14 degrees of freedom

#Tukey ME  
tukey\_model <- rlm(Y~X1+X2+X3+X4+X5,data=coleman,  
 psi=psi.bisquare,  
 k=4.658)

## Warning in rlm.default(x, y, weights, method = method, wt.method = wt.method, :  
## some of ... do not match

summary(tukey\_model)

##   
## Call: rlm(formula = Y ~ X1 + X2 + X3 + X4 + X5, data = coleman, psi = psi.bisquare,   
## k = 4.658)  
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.27163 -0.44672 -0.00388 0.49205 7.14949   
##   
## Coefficients:  
## Value Std. Error t value  
## (Intercept) 29.3415 6.0570 4.8443  
## X1 -1.6328 0.5482 -2.9785  
## X2 0.0823 0.0237 3.4781  
## X3 0.6653 0.0413 16.1036  
## X4 1.1743 0.1928 6.0912  
## X5 -3.9705 0.9011 -4.4063  
##   
## Residual standard error: 0.6964 on 14 degrees of freedom

# step 3 整理数据生成表格

#提取系数和标准误差  
ols\_coe<-summary(ols\_model)$coefficients  
huber\_coe<-summary(huber\_model)$coefficients  
tukey\_coe<-summary(tukey\_model)$coefficients  
#构造表格  
coe\_names <- rownames(ols\_coe)#rownames() 提取的是 每一行所代表的对象名  
#构造结果表格  
results\_2 <- data.frame(  
 Term=coe\_names,  
 OLS\_estimate=round(ols\_coe[,"Estimate"],4),#round保留4位小数  
 OLS\_se=round(ols\_coe[,"Std. Error"],4),  
   
 Huber\_estimate=round(huber\_coe[,"Value"],4),#没有列名叫 "Estimate"，而是叫 "Value"  
 Huber\_se=round(huber\_coe[,"Std. Error"],4),  
   
 Tukey\_estimate=round(tukey\_coe[,"Value"],4),  
 Tukey\_se=round(tukey\_coe[,"Std. Error"],4)  
)  
View(results\_2)

#(b) Produce scatterplot of standardised residuals versus fitted values. Attach a horizontal reference at ∣r∣=±2.5.

#OLS散点图

par(mfrow = c(1, 3))  
#标准化残差  
ols\_residuals <- rstandard(ols\_model)  
#fitted value  
ols\_fitted <- fitted(ols\_model)  
#plot  
plot(ols\_fitted,ols\_residuals,  
 main="(OLS)",  
 xlab="fitted values",  
 ylab="standardised residuals",  
 pch=19,col="darkblue")  
#添加辅助线  
abline(h=abs(2.5),col="red",lty=2)#2是虚线  
abline(h = 0, col = "black", lty = 1)#1是实线  
  
#Huber 标准差VS拟合值散点图  
  
# Huber 标准化残差  
huber\_resid <- residuals(huber\_model)  
huber\_scale <- huber\_model$s  
huber\_rstd <- huber\_resid / huber\_scale  
  
huber\_fitted <- fitted(huber\_model)  
  
plot(huber\_fitted, huber\_rstd,  
 main = "(Huber)",  
 xlab = "Fitted Values",  
 ylab = "Standardized Residuals",  
 pch = 19, col = "darkgreen")  
  
abline(h = 2.5, col = "red", lty = 2)  
abline(h = -2.5, col = "red", lty = 2)  
abline(h = 0, col = "black", lty = 1)  
  
# 3 Tukey标准差VS拟合值散点图  
# Tukey 标准化残差  
tukey\_resid <- residuals(tukey\_model)  
tukey\_scale <- tukey\_model$s  
tukey\_rstd <- tukey\_resid / tukey\_scale  
  
tukey\_fitted <- fitted(tukey\_model)  
  
plot(tukey\_fitted, tukey\_rstd,  
 main = "(Tukey)",  
 xlab = "Fitted Values",  
 ylab = "Standardized Residuals",  
 pch = 19, col = "purple")  
  
abline(h = 2.5, col = "red", lty = 2)  
abline(h = -2.5, col = "red", lty = 2)  
abline(h = 0, col = "black", lty = 1)

![](data:image/png;base64,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)

#(c) Identify the observation(s) flagged as outliers under each of the estimators.

#outliers  
which(abs(ols\_residuals) > 2.5)

## 18   
## 18

outlier\_2 <- rstudent(ols\_model)  
#leverage  
leve\_2 <- hatvalues(ols\_model)  
n\_2 <- nrow(coleman)  
p\_2 <- length(coef(ols\_model))  
lev.thresh <- 2 \* p\_2 / n\_2 # 杠杆值阈值  
inf.thresh <- 4 / n\_2 # Cook's D 阈值  
  
#cook distance  
cook\_dis <- cooks.distance(ols\_model)  
outliers\_2 <-subset(coleman,abs(rstudent(ols\_model))>2.5)   
leverage\_2 <- subset(coleman,leve\_2>lev.thresh)  
cook\_2 <- subset(coleman,cook\_dis>inf.thresh)  
print(outliers\_2)

## X1 X2 X3 X4 X5 Y  
## 18 2.52 16.7 -10.99 24.8 6.01 31.7

print(leverage\_2)

## X1 X2 X3 X4 X5 Y  
## 10 2.44 9.99 -0.05 28.01 5.57 37.2

print(cook\_2)

## X1 X2 X3 X4 X5 Y  
## 18 2.52 16.7 -10.99 24.8 6.01 31.7

#d) Explain briefly why the Huber and Tukey procedures assign different weights to the same extreme observation(s). #Answer:Huber and Tukey procedures assign different weights to the same extreme observations because they use different weighting functions. #Huber’s method applies a soft threshold—it downweights large residuals but never assigns zero weight, so extreme observations still retain some influence. #Tukey’s method uses a hard threshold—observations with residuals beyond a certain cutoff receive zero weight, effectively excluding them from the fit. #As a result, Tukey is more aggressive in treating outliers, and may classify observations as outliers that Huber does not.