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Abstract

提出深度全卷积网络SegNet，用于语义像素分割。其核心可训练分割引擎包括编码器网络，相应的解码器网络，以及逐像素分类层。

编码器网络的体系结构与VGG16网络中的13个卷积层相同。解码器网络的作用是将低分辨率编码器特征图映射为用于像素分类的全输入分辨率特征图。

SegNet的新颖之处在于解码器上采样的方式。

我们将我们提出的架构与广泛采用的FCN以及众所周知的DeepLab-LargeFOV，DeconvNet架构进行比较。这种比较揭示了实现良好分割性能所涉及的内存与准确度之间的权衡。与其他架构相比，SegNet提供了良好的性能，具有竞争性的推理时间和最有效的推理内存

1. Introduction

语义分割应用广泛，尝试使用深度学习。有的方法是直接将用于类别预测的深度架构拿来进行像素标记，但是结果粗糙。主要是因为最大池化和下采样降低了特征图的分辨率。SegNet设计的动机源于将低分辨率特征映射到输入分辨率大小，从而进行像素分类的需求。映射必须产生对精确边界定位有用的特征。

SegNet由道路场景理解应用所推动的。应用需要能够建模外观（道路，建筑物），形状（汽车，行人）并理解不同类别（例如道路和人行道）之间的空间关系。引擎还必须具有基于其形状描绘小尺寸对象的能力。从计算的角度来看，在推断期间，网络必须在存储和计算时间方面都是有效的

编码器部分采用VGG16的架构，删去全连接层。解码器与编码器一一对应。

对于每个样本，存储池期间计算的最大位置的索引并将其传递给解码器。解码器通过使用存储的合并索引对特征图进行上采样。称为最大池化索引（max-pooling indices）。再使用可训练的解码器滤波器组对该上采样的映射进行卷积以重建输入图像。这个想法来源于一个用于无监督特征学习的结构。max-pooling indices好处：增强边界轮廓；减少参数从而能够进行端到端训练；该上采样形式可以很容易的被合并到任何编码-解码架构中

3.architecture

SegNet具有编码器网络和相应的解码器网络，后面是最终的像素分类层。编码器网络由13个卷积层组成，这些卷积层对应于VGG16网络中为物体分类设计的前13个卷积层。 因此，我们可以根据大型数据集分类训练的权重来初始化训练过程。 我们还可以丢弃完全连接的层，以便在最深的编码器输出处保留更高分辨率的特征图。显着减少了SegNet编码器网络中的参数数量（从134到14.7 M）（参见表6）。 每个编码器层具有相应的解码器层，因此解码器网络具有13层。 最终的解码器输出被馈送到多类soft-max分类器，以独立地为每个像素产生类概率。

编码器结构为卷积，batch normalization，ReLU函数，2×2最大池化。最大池化用于在输入图片的小空间移位中实现平移不变性。下采样可以产生大的输入图像的对于特征图每个像素的上下文信息。最大池化和下采样可以增加分类的鲁棒性和平移不变性，但是会丢失特征图的空间分辨率。边界细节极为重要，其损失对对于分割有害。因此，有必要在执行二次采样之前在编码器特征图中捕获和存储边界信息。本文的方法仅存储最大池化索引。即，为每个编码器特征图存储每个池化窗口中的最大特征值的位置。

解码器使用来自相应编码器特征图存储的最大池化索引对其输入特征图进行上采样。此步骤生成稀疏特征图。然后将这些特征图与可训练的解码器滤波器组进行卷积，以产生密集的特征图。之后是批量归一化。注意，对应于第一个编码器（最接近输入图像）的解码器将产生多通道特征图。最后的解码器输出端连接可训练的soft-max分类器，soft-max独立地对每个像素进行分类。

DeconvNet [52]和U-Net [15]与SegNet共享一个类似的架构，但有一些差异。 DeconvNet具有更大的参数化，需要更多的计算资源，并且更难以端到端训练（表6），主要是由于使用了完全连接的层（虽然是卷积方式）我们报告了几次与DeconvNet的比较。论文第4节。

与SegNet相比，U-Net [15]（针对医学成像社区提出）不重用池化索引，而是将整个特征图（以更多内存为代价）传输到相应的解码器并将它们连接到上采样（通过反卷积）解码器特征图。与VGG网络架构一样，U-Net中没有conv5和max-pool五块。另一方面，SegNet使用来自VGG网的所有预先训练的卷积层权重作为预训练权重。

3.1 Decoder Variants

将SegNet与其他编码-解码结构进行对比

为了分析SegNet并将其性能与FCN（解码器变体）进行比较，我们使用较小版本的SegNet，称为SegNet-Basic。具有四个编码器和四个解码器。 SegNet-Basic中的所有编码器执行最大池化和二次采样，并且相应的解码器使用接收的最大池索引对其输入进行上采样。在编码器和解码器网络中的每个卷积层之后使用批量归一化。在卷积之后没有使用偏差，并且在解码器网络中不存在ReLU非线性。此外，选择在所有编码器和解码器层上的7×7的恒定内核大小以提供用于平滑标记的宽的上下文。在106×106像素的输入图像中。这种小尺寸的SegNet-Basic允许我们探索许多不同的变体（解码器）并在合理的时间内训练它们。类似地，我们创建了FCN-Basic，这是我们分析的FCN的可比版本，它与SegNet-Basic共享相同的编码器网络，但使用了所有解码器中使用的FCN解码技术，即使用转置卷积。

图3左侧是SegNet（也是SegNet-Basic）使用的解码技术，其中在上采样步骤中不涉及学习。然而，上采样的映射与可训练的多声道解码器滤波器卷积以使其稀疏输入致密化。每个解码器滤波器具有与上采样特征映射的数量相同的通道数。较小的变体是解码器滤波器是单声道的变体，即它们仅卷绕它们相应的上采样特征映射。此变体（SegNetBasic-SingleChannelDecoder）显着减少了可训练参数和推理时间的数量。

图3右侧是FCN（也是FCN-Basic）解码技术。 FCN模型的重要设计元素是编码器特征映射的降维步骤。这压缩了编码器特征图，然后在相应的解码器中使用。编码器特征图（例如64个通道）的尺寸减小是通过将它们与1？1？64？K可训练滤波器进行卷积来执行的，其中K是类的数量。压缩的K通道最终编码器层特征图是解码器网络的输入。在该网络的解码器中，通过使用固定或可训练的多通道上采样内核的反卷积来执行上采样。我们将内核大小设置为8？8。这种上采样方式也称为反卷积。注意，相比之下，SegNet使用可训练解码器滤波器的多通道卷积在上采样到致密化特征图之后执行。 FCN中的上采样特征映射具有K个通道。然后将其逐个元素地添加到相应的分辨率编码器特征图以产生输出解码器特征图。使用双线性插值权重[2]初始化上采样内核。