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Overview of First Lecture

• Our aim is to let you know what you are in for!
• Modules in course
• Style of each module
• Assessments (lots of details on assignments)
• Questions and Answers



Modules

• There are many types/settings in machine learning (ML) and many 
variations of each type.
• We will focus on five common ML settings. 
• Each is typically formulated as an optimization problem where we learn a 

function of some sort.
• Each setting differs by what we are trying to learn to perform and what 

annotations/information we have to learn from.

• Please give me some examples of ML settings you know of?



Five x Two Week Modules in This Course

• Unsupervised learning
• Supervised learning
• Reinforcement learning
• Representation learning
• Outlier detection (typically unsupervised)

• (Typically Week 1) For each we will cover from a text (lots of chalk board stuff)
• Problem setting and basic formulation
• Derive classic algorithms from first principles
• Derive variations

• (Typically Week 2) Then we will transition to deep learning formulations (you will help to 
present these)
• Hongjing and I will do the first few to set the standard.
• These will be in the form of papers/surveys
• Will cover emerging topics such as fairness and explanation



Assessments

• Quizzes to test fundamental understanding of non-deep formulations 
from texts (20%)
• Written summaries to test understanding of DL papers (20%)
• 3 x 20% for each programming assignment
• These are completed individually
• Really lets you understand the material by trying them on a challenging 

problem
• Open ended questions but you must use methods in the class

• Some comparative assessment for bonus points.



1st Assignment –
Unsupervised Learning



Setting

• The training data set consists of 1 million transactions/records (user-
movie pairs) of features/attributes: 
• <movie id, customer id, rating, date recommended>

You may discretize/aggregate features such as date if you so wish. 
• If you have not used Netflix, all you need to know that after you 

view a movie, you are asked to rate it from 1 to 5 stars. 



Example Data



You Can View The Data as an Incomplete 
Matrix (or Tensor)

U
se
rs

Movies

? ? ? ? ? 5 ...
? ? 4 ? 3 1 …
3 3 2 2 3 4 

People’s rating are varied
even by density



Two Main Tasks (Scored Separately)

• Predict an integer rating for each of the 250,000 hold out 
<user,movie> pairs
• Task 1: Using spectral clustering methods
• Task 2: Using matrix completion methods



2nd Assignment – Learning to Predict Digits
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2nd Assignment
• In this assignment you will use a variety of support vector machines (SVMs) to predict hand written digits. These digits were

written using a pen stylus by 40+ different authors.
• The x,y position of the pen was captured eight times hence x1,y1 is the position of the pen when it first touched the paper and 

x8,y8 is the last pen position. For ease of processing the co-ordinate system is 0-100 for both the x and y dimensions.
• Providing all 8 co-ordinate pairs makes the problem very easy so instead we will use positions (x3,y3) to (x6,y6). 
• The training data is here studentspen-train.csv Download studentspen-train.csv

• You only need to use the primal form of SVMs for this assignment.
• Question 1): Train a  linear multi-class classification SVM with no kernel.  Specify i) Your mapping function and ii) Your loss function  

(20 points)
• Question 2) Describe a method to estimate your performance using an empirical method. Compare this estimate with a well 

known theoretical bound. Explain why/if there is a difference. (5 points)
• Question 3) Submit your predictions on this test set, one prediction per line in the order given studentsdigits-test.csv Download 

studentsdigits-test.csv (10 points)
• Question 4) Implement both types of transfer learning SVM (hypothesis and instance transfer) to train 1 vs 7 (target problem) by

transferring in 1 vs 9 (source problem). Report your error estimate for the target problem with i) no transfer, ii) hypothesis transfer 
and iii) instance transfer. Which performs better? Why? (20 points)



3rd Assignment Overview
Implementing the Deep Mind 

Paper To Play Atari 2600



Using the Gym OpenAI Platform
• See https://gym.openai.com/ and           

https://gym.openai.com/envs/#atari
• Two versions of every game based on state space: 

RAM vs Image. We’ll use later.
• We will focus on Space Invaders and Convolutional 

neural networks

https://gym.openai.com/
https://gym.openai.com/envs/%23atari


Code Description

• Two files
• dqn.py (backend)
• Run_dqn.py



Assignment



Questions for Assignment



Questions for Assignment



Questions for Assignment


