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**Part 1:**

Suppose you have a NN such that X is n by 4, H (the one hidden layer) has 3 hidden units, and there is one output, Y^. The hidden layer activation function is the Sigmoid. The output activation function is the Sigmoid. The Loss function is SUM 1/2 (yhat - y)^2.

Write out the complete derivative set for **dL/dw11** for n = 3 X rows. For example,

[ [x11, x12, x13, x14]

[x21, x22, x23, x24],

[x31, x32, x33, x34] ]

Show the chain of derivatives, the derivative values, and other details that illustrate your understanding of the concepts. We are not using “numbers” here – so there will be no “numeric” values.

**Answer:**

We have X = [ [x11, x12, x13, x14]. Y = [[y1],[y2],[y3]] W1 = [[w11,w12,w13],  
 [x21, x22, x23, x24], [w21,w22,w23],  
 [x31, x32, x33, x34] ] [w31,w32,w33],

[w41,w42,w43]]

W2 = [w1, w2, w3]

Z1 = X @ W1 + b

[**z11** = x11**w11** + x12w21 + x13w31 + x14w41 + b1 z12 z13

**z21**= x21**w11** + x22w21 + x23w31 + x24w41 + b1 z22 z23

**z31** = x31**w11** + x32w21+x33w31+x34w41+b1 z32 z33] shape n by h

H1 = [**h11** = sig(**z11**) h12 = Sig(z12) h13 = Sig(z13)

**h21** = sig(**z21**) h22 = Sig(z22) h23 = Sig(z23)

**h31** = sig(**z31**) h32 = Sig(z32) h33 = Sig(z33)

Z2 = [ z(2)1= **h11**w1 + h12w2 + h13w3 + c Y^ = [ y^1 = sig(z(2)1)

z(2)2 = **h21**w1 + h22w2 + h23w3 + c y^2 = sig(z(2)2)

z(2)3 = **h31**w1 + h32w2 + h33w3 + c] y^3 = sig(z(2)3)]

dL/dw11 = dz11/dw11 \* dh11/dz11 \* dz(2)1/dh11 \* dy^1/dz(2)1\* dL/dy^1 +

dL/dw11 = dz21/dw11 \* dh21/dz21 \* dz(2)2/dh21 \* dy^2/dz(2)2\* dL/dy^2 +

dL/dw11 = dz31/dw11 \* dh31/dz31 \* dz(2)3/dh31 \* dy^3/dz(2)3\* dL/dy^3

x11 \* (h11)(1 – h11) \* w1 \* (y^1)(1 – y^1) \* (y^1– y1) +

x21 \* (h21)(1 – h21) \* w1 \* (y^2)(1 – y^2) \* (y^2– y2) +

x31 \* (h31)(1 – h31) \* w1 \* (y^3)(1 – y^3) \* (y^3– y3)

**Part 2**:

Suppose you have the following NN details: X is n by 4, H (the number of hidden units in the one hidden layer) is 2, and each output, y^ has  3 values  (y^1, y^2, and y^3). The activation function for H is the Sigmoid and the activation function for the output layer is Softmax. The labels, Y, are one-hot-encoded. The Loss function is Categorical Crossentropy.

**Answer these questions:**

1. Suppose Y is

 [[3]

 [1]

 [2]

 [3]

 [3] ]

 What would Y look like once it was one-hot-encoded?

**Answer**:

[[0,0,1]

[1,0,0]

[0,1,0]

[0,0,1]

[0,0,1]]

1. Suppose the NN produces this output for one of the inputs:

[  -.2,   1.4,   .89]

What would this output be once Softmax is applied?

Why is this softmax result a probability distribution?

**Answer**:

The softmax formula: e^x / Σe^x\_i

[0.112, 0.555, 0.333]

The normalized exponential function converts a vector of k real numbers into a probability distribution of k probabilities that all sum to 1, which means give a probability of each output

1. Suppose you read only one row of X ([ [x11, x12, x13, x14] ]) into this network. Show what the following would all be:

X = [ [x11, x12, x13, x14] ]

Y =  [0, 1, 0] (Hint: one hot encoded –you can pretend that the category is a 2. )

W1 = [[w11, w12]

[w21, w22]

[w31, w32]

[w41, w42]]

Z1 = [z11 = x11w11 + x12w21 + x13w31 + x14w41 + b1 z12 = x11w12 + x12w22 + x13w32 + x14w42 + b2]

H = [h1 = sig(z11) h2 = sig(z12)]

Z2 = [z2 = h1w1 + h2w2 + c]

Y^ = [softmax(z2)] (such that y^ is the final output after softmax activation)

1. Write out the chain of derivatives for dL/dw11 as well as what the derivatives would resolve into.

 Hint: When using one-hot-encoding, softmax, and categorical cross entropy, as you are using here, the last two derivatives (**dy^/dz2 and dL/dy^ )** can be expressed together as dL/dz and can be resolved as one value (as we proved in class).

dL/dw11 = dz11/dw11 \* dh11/dz11 \* dz(2)1/dh11 \* dy^1/dz(2)1\* dL/dy^1

= dz11/dw11 \* dh11/dz11 \* dz(2)1/dh11 \* dL/dz

= dz11/dw11 \* dh11/dz11 \* dz(2)1/dh11 \* (y^1 – y1)

= x11 \* (h11)(1-h11) \* w1 \* (y^1 – y1)