基于YOLOv5的口罩佩戴检测方法

**技术领域**

本发明应用场景涉及口罩佩戴检测、监控系统、安全防控领域，理论方面涉及计算机视觉和模式识别领域，尤其涉及一种基于YOLOv5的口罩佩戴检测方法，属于计算机视觉视频监控侦察信息化建设方向。

**背景技术**

新冠肺炎疫情暴发后，因新冠病毒传染性极强，人类健康受到巨大威胁，为了阻断新冠疫情的蔓延，规范佩戴口罩成为一项有效的防控手段。但是仅靠人工方式对流动人员进行口罩佩戴检测存在诸多问题，如效率较低，且会耗费大量人力物力，同时近距离接触待检测人员更是存在较大的安全风险。因此，构建口罩自动检测系统检测活动人员在各类车站、大型商场等公共场合的口罩佩戴情况，对疫情防控具有重要的现实意义。

口罩具有小目标、多样性等属性，再加上场景的多样性以及目标间交互的复杂性，使得多目标跟踪的研究成为难点。除此之外，口罩佩戴检测还存在以下难点：在昏暗条件下，由于光照强度不大，可见度低，难以对人脸进行精确定位，口罩佩戴检测任务的难度也更为困难。

已公布的多数目标检测方法已在口罩佩戴检测任务上取得了不错的成绩，但对可见度不高、光照强度不强的昏暗条件下，其检测精度仍有待提高。现有技术通常采用多阶段方法对脸部遮挡物进行检测，相对于一阶段方法，需要多级网络，检测速度慢，实时性不好；或者输入需要产生图像金字塔，增加了网络输入的数据量，计算速度慢；同时对人脸尺寸大小的范围进行限定，影响召回率。

**发明内容**

发明技术解决问题：为了克服在可见度不高、光线昏暗的场景下难以精确检测到目标，且难以对特殊目标人群（未佩戴口罩）进行精确检测并实时反馈检测信息。本发明提供了一种基于YOLOv5的人脸口罩检测方法，利用图像增强算法对图片进行预处理，将通道注意力和空间注意力结合，充分挖掘人脸口罩等关键特征点，综合考虑了实际检测中光线的明暗程度对检测精度的影响。通过注意力机制能更加准确的提取人脸口罩关键点特征，使得原始YOLOv5网络获得更强的特征表达能力，从而提高检测准确率。

为了克服上述现有技术中的缺陷，本发明提供了一种基于YOLOv5的人脸口罩检测方法，包括：

对训练集图片使用图像增强算法进行预处理，然后划分为训练数据集与测试数据集。将图片送入到引入了注意力机制CBAM(Convolutional Block Attention Module Network)的YOLOv5网络中进行迭代训练，从而有效增强人脸和口罩等关键点信息的提取。在未得到最优权重模型之前，将训练数据集输入到YOLOv5网络中进行反复迭代运算直到训练出最优权重模型，完成训练后，将最优权重模型保存并在测试集上测试。

进一步地，将待测人脸口罩数据集输入至目标YOLOv5算法模型，由1个Focus模块及4个Conv模块实现32倍下采样。Focus模块将输入数据进行切片操作，在一张图片中每隔一个像素取一个值，类似于邻近下采样，切分为4份数据，每份数据相当于2倍下采样得到的。将采样后的数据在通道维度上进行拼接，进行卷积操作。卷积操作后的图像信息进入C3模块，C3模块参照CSPNet(Cross Stage Partial Network)结构将一个阶段中基础层的特征图分成两部分，拆分和合并策略被跨阶段使用，将梯度的变化从头到尾地集成到特征图中。从C3模块输出的信息传入至Head模块。Head部分里，通过将高层的特征信息使用上采样的方式与低层特征信息进行传递融合，实现自顶向下的信息流动。再通过步长为2的卷积进行处理，将底层特征与高层特征进行拼接操作，使底层的特征信息容易传到上层去，从而实现了PANet操作。

进一步地，在所述将待测数据输入至目标YOLOv5算法模型之前，还包括：通过网络爬取与自行拍摄结合制作数据集，共采集9000张图片，对采集的图片信息进行分类，规范数据集格式，手工标注。

进一步地，对所述数据集分类分为两种类别，分别是bad和good，bad表示人员未佩戴或未按规范佩戴口罩，good表示正确佩戴口罩。

进一步地，使用图像增强技术，对标签为good的样本图片进行图像平移、翻转、旋转、缩放，分离三个颜色通道并添加随机噪声来有效缓解类间不平衡的问题。

进一步地，所述规范数据集格式，手工标注包括：数据集采用YOLO格式，图片标注使用LabelImg，标注后的文件以.txt作为后缀，文件名称和图片名称一致。

进一步地，在原始YOLOv5的网络基础上，引入卷积注意力模块CBAM。CBAM包含两个子模块，分别是通道注意力模块CAM(Channel Attention Module)和空间注意力模块SAM(Spatial Attention Module)。引入注意力机制的YOLOv5模型总计367层，7150056个parameters。

进一步地，在网络结构中采用采用CIOU Loss作为目标框回归的损失函数。

进一步地，使用二元交叉熵损失函数来计算分类损失和目标置信度损失。

本发明提供了一种基于YOLOv5的人脸口罩检测方法，还包括：

对数据进行训练阶段时，重复佩戴口罩检测网络训练过程，不断修正佩戴口罩检测网络的参数，直至口罩检测网络学会找出图像中的人脸位置并能够正确的判断检测出来的人脸是否佩戴口罩，保存训练得到的参数。

在网络模型训练阶段，迭代批量大小设置为32，总迭代次数为600次。初始学习率设置为0.001，采用小批量梯度下降法，并使用Adam优化器计算每个参数的自适应学习率。

相对于现有技术，本发明的有益效果在于：

1. 本发明通过引入注意力机制，注意力机制作用在特征图之上，通过获取特征图中的可用注意力信息，能够达到更好的任务效果。
2. 本发明采用CIOU Loss作为目标框回归的损失函数，由于CIOU Loss从重叠面积、中心点距离和长宽比三个角度进行衡量，故预测框回归的效果更佳。
3. 本发明在YOLOv5网络中添加了CBAM模块，由于CBAM模型在通道注意力模块中加入了全局最大池化操作，它能在一定程度上弥补全局平均池化所丢失的信息。其次，生成的二维空间注意力图使用卷积核大小为7的卷积层进行编码，较大的卷积核对于保留重要的空间区域有良好的帮助。使YOLOv5网络不仅能更为准确的对目标进行分类识别，而且能更为精准的定位目标所在的位置。

综上所述，在图像增强和注意力机制的加持下，经过改进的YOLOv5模型实现了口罩佩戴的高效检测，对是否正确佩戴口罩做出了正确的判断。在可见度不高、光照强度不大的昏暗条件下，引入注意力机制能更加准确的提取人脸口罩关键点特征，提高了检测的准确率和口罩检测效率。本发明对YOLOv5网络的损失函数进行相应的改进，具有较强的鲁棒性和可扩展性，基本能够达到视频图像实时性的要求。

**附图说明**

为了更清楚地说明本发明的技术方案，下面将对实施方式中所需要使用的附图作简单地介绍，显而易见地，下面描述中的附图仅仅是本发明的一些实施方式，对于本领域普通技术人员来讲，在不付出创造性劳动的前提下，还可以根据这些附图获得其他的附图。

图1为YOLOv5网络结构图；

图2为口罩检测机制实现的全流程图；

图3为CBAM网络结构图；

图4为CAM结构图；

图5为SAM结构图；

图6为数据集部分图片；

图7为数据集类别分布图；

图8为图像增强后数据集可视化分析图；

图9为口罩检测效果实际场景对比实例图；

**具体实施方式**

为了使本发明的目的和优点更加清楚明白，下面结合实施例对本发明作进一步描述；应当理解，此处所描述的具体实施例仅仅用于解释本发明，并不用于限定本发明。

下面参照附图来描述本发明的优选实施方式。本领域技术人员应当理解的是，这些实施方式仅仅用于解释本发明的技术原理，并非在限制本发明的保护范围。

应当理解，本发明中所使用的步骤编号仅是为了方便描述，不作为对步骤执行先后顺序的限定。

应当理解，在本发明说明书中所使用的术语仅仅是出于描述特定实施例的目的而并不意在限制本发明。需要说明的是，在本发明的描述中，术语“一”、“一种”、“所述”，也可包含复数形式。

应当理解，在本发明的描述中，术语“包括”指示所描述特征、模块、结构、元素、操作的存在，但并不排除其他多个特征、模块、结构、元素、操作的存在或添加。

请参阅图2，本发明某一实施例提供了一种基于YOLOv5的人脸口罩检测方法，包括：

步骤一，将通过网络爬取与自行拍摄结合制作的共包含9000张图片的数据集进行分类，规范数据集格式，手工标注等预处理。

步骤二，将预处理后的数据进行训练，迭代批量大小设置为32，总迭代次数为600次，初始学习率设置为0.001，采用小批量梯度下降法。随即进行目标定位分类与特征提取。

步骤三，使用Adam优化器更新网络参数。

步骤四，判断是否完成迭代训练并得到最优模型，训练集和测试集所占的比例为8：1。如未得到则返回模型重新训练测试数据。如完成迭代训练并得到最优模型后，则输入测试数据检测目标类别及位置，最终得到检测结果并输出。

在某一实施案例中,需要说明的是，通过网络爬取与自行拍摄相结合采集数据集，其中图片80%来源于网络，20%来源于实际拍摄，实际拍摄主要获取的是在昏暗条件下的口罩佩戴图片，实验过程中从楼道、室内等光线昏暗的场所进行了图片采集，同时也在傍晚和清晨等光线较弱的环境下进行了拍摄。实验参数如表所示：

|  |  |
| --- | --- |
| 参数 | 数值(张) |
| 总数据集 | 9000 |
| 训练集 | 8000 |
| 测试集 | 1000 |

在某一实施案例中，通过优化损失函数来改进训练效果。

具体地，在对YOLOv5算法模型解释之前，首先对其结构采用的损失函数进行说明。在本发明中，采用二元交叉熵损失函数来计算分类损失和目标置信损失。损失函数对模型的检测效果至关重要。本文使用的损失函数如下：

需要说明的是，损失函数公式中K表示网络最后输出的的特征图划分为K×K个格子，M表示每个格子对应的锚框的个数，![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAA8EBAAACALYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAmACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAANwIAAAUAAAAJAgAAAAIFAAAAFAL0APkAHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////o3A8DviAgdkAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAb2JqA3AAcADAAQUAAAAUAgMC1QAcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+jcDwO+ICB2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlqPwDAAQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+jcDwO+ICB2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAElqAAO2AAAAJgYPAGIBQXBwc01GQ0MBADsBAAA7AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwABZiBUZVggSW5wdXQgTGFuZ3VhZ2UASV97aWp9XntvYmp9ABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg0kADwADAB0AAAsBAA8BAgCDaQACAINqAAAPAAEADwECAINvAAIAg2IAAgCDagAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ATSEAigIAAAoAaDFmTWgxZk0hAIoCyOYPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示有目标的锚框，![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAIBCQAAAADQXwEACQAAA8oBAAACALwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAwAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AP0AHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///84xA8DviAgdkAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAbm9vYmohcABwAHAAcADAAQUAAAAUAgMC1QAcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjEDwO+ICB2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlqPwDAAQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjEDwO+ICB2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEkAAAO8AAAAJgYPAG4BQXBwc01GQ0MBAEcBAABHAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwABZiJUZVggSW5wdXQgTGFuZ3VhZ2UASV97aWp9Xntub29ian0AE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDSQAPAAMAHQAACwEADwECAINpAAIAg2oAAA8AAQAPAQIAg24AAgCDbwACAINvAAIAg2IAAgCDagAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A6yEAigIAAAoAPDpm6zw6ZushAIoCGM4PAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示没有目标的锚框，![](data:image/x-wmf;base64,183GmgAAAAAAAEADYAIBCQAAAAAwXwEACQAAA5IBAAACALcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAwAABgIAAAUAAAAJAgAAAAIFAAAAFAKAATQAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAL0AAAoAgHp7B/7///84xA8DviAgdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbHkAAwUAAAAUAuMBAQEcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zjEDwO+ICB2QAAAAAQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAG5vb2Jqu3AAcABwAHAAwAG3AAAAJgYPAGMBQXBwc01GQ0MBADwBAAA8AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwABZiNUZVggSW5wdXQgTGFuZ3VhZ2UAXGxhbWJkYV97bm9vYmp9ABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIEhLsDbA8AAwAbAAALAQAPAQIAg24AAgCDbwACAINvAAIAg2IAAgCDagAADwABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDyIQCKAgAACgAZQmbyGUJm8iEAigIYzg8DBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示没有目标锚框的置信度损失权重系数。

进一步地，经过对比实验，本文采用CIOU Loss作为目标框回归的损失函数，CIOU Loss如下：

其中，，表示预测框与目标框两个中心点的欧式距离，表示最小外接矩形的对角线距离。和分别表示目标框和预测框各自的宽高比。

在实施案例中，在原始YOLOv5的网络基础上，引入卷积注意力模块CBAM。需要说明的是，CBAM包含两个子模块，通道注意力模块CAM和空间注意力模块SAM。CAM汇总通道注意力信息，CAM为给定的任意中间特征使用基于宽和高的最大池化操作(global max pooling)和全局平均池化(globalaverage pooling)对特征映射在空间维度上进行压缩，得到两个特征图，这两个特征图共享一个两层的神经网络MLP，第一层神经元的个数为C/r(r为减少率)，激活函数是ReLU，第二层的神经元个数是C，然后对MLP输出的两个特征图使用基于元素的加和操作，再经过Sigmoid激活函数进行归一化处理，得到最终的通道注意力特征图。

SAM汇总空间注意力信息，SAM主要关注于目标在图像上的位置信息，它将CAM的输出特征图作为本模块的输出特征图。它首先做一个基于通道的全局最大池化和全局平均池化，分别得两个特征图，然后将这两个特征图串联，基于通道做拼接操作，再经过一个7×7卷积操作生成空间注意力特征。

在某一实施案例中，迭代批量大小优选为32，总迭代次数优选为600次，学习率优选为0.01，来提高训练的效果和完整性。

在某一实施案例中，模型评估指标主要使用平均精度均值(mAP)、召回率(Recall)、准确率(Precision)。需要说明的是，平均精度均值(mAP)，即所有类别的平均精度求和除以数据集中所有类的平均精度，如以下公式所示，其中AP的值为P-R曲线的面积。

|  |
| --- |
|  |

召回率，即样本中的正确类别被模型预测正确的概率，如以下所示，其中TP表示将正类别预测为正类别的个数，FN表示将正类别预测为负类别的个数。

|  |
| --- |
|  |

准确率，即预测数据集中预测正确的正样本个数除以实际的正样本个数，如以下公式所示，其中FP表示将负类别预测为正类别的个数。

|  |
| --- |
|  |

在某一实施案例中，模型训练完成后，将得到的模型与参考文献中的方法和AIZOO方法的口罩检测模型进行对比实验，分别在光照强度为30-75Lux(昏暗)，75-250Lux(较昏暗)和250-1000Lux(正常光照)的条件下进行对比实验。需要说明的是，其中，光照强度是指单位面积上所接受可见光的能量，常用于指示光照的强弱和物体表面积被照明程度的量，单位是Lux，光照强度越大，表明光照越强，物体表面被照的越亮。

至此，已经结合附图所示的优选实施方式描述了本发明的技术方案，但是，本领域技术人员容易理解的是，本发明的保护范围显然不局限于这些具体实施方式。在不偏离本发明的原理的前提下，本领域技术人员可以对相关技术特征做出等同的更改或替换，这些更改或替换之后的技术方案都将落入本发明的保护范围之内。

以上所述是本发明的优选实施方式，应当指出，对于本技术领域的普通技术人员来说，在不脱离本发明原理的前提下，还可以做出若干改进和润饰，这些改进和润饰也视为本发明的保护范围。