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# 首页注释

本案例来源于工业药物研发中的关键指标预测问题，具体涉及基于不同特征的药物分子血脑屏障通过预测，主要包括药物分子的特征选择和提取，三种机器学习分类模型的建立，机器学习模型的训练和测试等内容。

本案例内容未涉及任何保密技术和商业机密，无知识产权纠纷问题。

与本学科相关的主要知识点包括：药物分子的特征选择和提取、机器学习分类模型、预测性能评价指标等知识点。

本案例适应于控制科学与工程各专业方向：应用于《工业大数据处理与分析》、《人工智能与模式识别》等研究生课程。

本案例由中南大学湘雅药学院杨森负责整理与编写。

**药物的血脑屏障通过率预测分析**

摘要：在工业药物研发中，血脑屏障（BBB）的通过率是否合格是新药开发的关键环节之一。血脑屏障是人脑内部保护中枢神经系统的重要关卡，因其对药物分子的选择性极高，所以能否穿过血脑屏障直接决定了药物是否可以发挥针对脑部疾病的疗效。然而，传统的实验室实验方法通常耗时长、成本高、人力成本较高，难以满足现代药物研发的高效率要求。机器学习模型通过分析分子特征与血脑屏障通透性之间的复杂关系，可以实现快速、高效且可靠的预测，对候选化合物的筛选有一定的指导意义，有助于降低研发成本并加速新药上市。本案例结合不同的特征提取方法和三种机器学习分类方法对预测过程进行简单分析。

**关键字：**血脑屏障；特征提取；机器学习

**Prediction and analysis of blood brain barrier passing rate of drugs**

**Abstract:** In the research and development of industrial drugs, the prediction of blood-brain barrier (BBB) passing rate is one of the key links in the development of new drugs. As an important barrier to protect the central nervous system, blood-brain barrier has high selectivity for drug molecules. Whether it can cross the blood-brain barrier directly determines whether drugs can play a role in the treatment of brain diseases. However, the traditional experimental methods are usually time-consuming and costly, which are difficult to meet the high efficiency needs of modern drug research and development. By analyzing the complex relationship between molecular characteristics and blood-brain barrier permeability, machine learning model can achieve rapid, efficient and reliable prediction, and provide an important reference for the screening of candidate compounds, so as to significantly reduce the cost of research and development and accelerate the process of new drug listing. This case simply analyzes the prediction process by combining different feature extraction methods and various machine learning methods.

**Keywords:** Blood-Brain Barrier; Feature Selection; Machine Learning

1. **引言**

现代工业药物研发一直是耗时耗力，大投入高风险的产业，据统计，一款药物的研发平均需要花费10亿美元到20亿美元不等，且时间上最长需要15年[1]。工业药物研发过程耗时耗力的主要原因是复杂的生物学和化学因素、高昂的实验成本和安全性和有效性验证。其中安全性验证需要大量实验室实验，如果能加速这一过程有望大幅降低人力成本和经济成本。

目前的工业界药物研发追求的是高效率和低风险低成本，与药物研发的内在性质相差较多，而相关计算机预测方法则能一定程度地趋利避害，提高新药进入市场的成功率，在药物研发的早期阶段将不符合要求的药物提前排除出去，从而降低成本，加快研发进度。传统的药物研发流程通常需要大量的时间和财力投入，并且具有较高的失败率。随着计算能力和数据科学的快速发展，机器学习在药物研发中的应用为该领域带来了前所未有的变革。在药物研发领域，计算机的应用呈现出一定的规律性，最初的计算机辅助药物设计，到现代人工智能方法的引入，为生物科学提供了高度可靠的计算方法[2]。机器学习作为人工智能领域的一个分支，经过了多年研究，目前发展较为成熟，更多的突破则出现在深度学习阶段。而在本案例中，我们将通过结合不同的特征选择和机器学习算法来预测药物血脑屏障通过率，在工业研发过程中能够显著加速项目进程并降低相关成本。

1. **案例背景**

血脑屏障是位于人类大脑中的一种屏障，由于它存在的最大作用是保护人体的重要中枢神经系统，因此它的选择性非常高，包括药物和毒素在内的大多数物质难以成功进入大脑。与此相对的是，由于选择性较高的血脑屏障的存在，神经系统疾病的药物治疗也因此存在着巨大的挑战，因为它选择地过滤了许多药物能够顺利地进入到大脑中发挥疗效。这一特性使得许多潜在的治疗药物无法通过血脑屏障，降低了治疗效果和药物的临床应用潜力[3]。

血脑屏障的特殊性主要体现在其严密的细胞间连接、选择性通透性以及对不同化学性质物质的排斥。传统的药物研发方法往往依赖于实验室动物模型来评估药物是否能够通过血脑屏障，这一过程不仅费时费力，而且具有一定的局限性。随着高通量数据的积累和计算技术的进步，基于计算模型的血脑屏障预测成为一种越来越重要的手段。通过构建精准的预测模型，研究人员能够快速评估分子是否具备通过血脑屏障的潜力，减少实验中的不必要的重复性测试[4]。

为利用机器学习对药物血脑屏障通过率进行预测，需要获取输入模型的特征。本案例中药物分子的输入特征采用分子指纹和其他相关分子属性，并使用不同先进的机器学习分类模型对输入特征进行处理，并计算准确率对结果进行分析。

1. **基于不同特征的药物分子血脑屏障通过预测**

机器学习是人工智能领域发展较为成熟的一个分支，它通过构建不同具有先验知识的模型，在各自适合的领域拟合研究人员输入的数据，并对从未见过的测试数据进行相关的预测。在药物分子的血脑屏障穿透性预测中，机器学习提供了强大的工具来处理复杂的结构数据，并从中发现潜在的规律。先进的机器学习分类模型包括：RF[5]、SVM[6]、XGB[7]。本案例中，对不同的特征利用上面三种模型进行预测。

## 3.1 特征提取

本文采用的特征为分子指纹和其他相关属性。其中，药物分子的Morgan分子指纹是一种用于表示化学分子结构的二进制向量，它的计算方式是利用递归编码分子的原子及其邻域的结构特征来捕捉分子的局部信息。该方法从每个原子出发，经过多轮迭代，将原子的邻域信息哈希并合并为一个固定长度的位向量，通常为1024位或2048位。Morgan指纹广泛应用于化学相似性搜索、分子聚类、定量构效关系建模（QSAR）等领域，并且也能够计算指纹之间的相似度，从而非常高效地比较分子结构的相似性，以验证分子的创新性，从而避免某些专利问题。因其灵活的结构捕捉能力和较低的计算消耗使其成为化学信息学中的重要工具[8]。另一个特征提取方法为计算分子的相关属性，包括分子量，分子极性，氢键受体和供体数量，分子的极性表面积与水和辛醇中的分配系数，本案例选取了上面提高的各个属性将它们分别计算后作为另一种特征提取方法与分子指纹特征进行对比，将他们两种分子特征输入机器学习分类模型中计算预测准确度。

## 3.2 机器学习模型

随机森林是一种十分先进的机器学习分类算法，它的基础模型是决策树模型，基于和而不同的思想，随机森林利用多个模型的结果极大地提高预测的准确性和稳定性。每棵决策树都是在不同的训练集上独立训练的，训练集通过自助采样（bootstrap sampling）从原始数据集中随机抽取，同时在树的构建过程中随机选择特征，避免了单一决策树可能出现的过拟合问题。最终，随机森林通过投票（对于分类问题）或平均（对于回归问题）的方法来结合各棵树的预测结果，从而得到更为准确和鲁棒的模型。虽然随机森林在许多应用中表现出色，能够处理高维数据和复杂模式，但它的计算资源消耗较大，且模型本身的可解释性较差。不过，它仍因其高准确性、良好的泛化能力和在实际应用中的高效性，广泛应用于分类、回归、特征选择等任务，成为机器学习中的常用工具[5]。

支持向量机是十分早期提出的一种监督学习算法，到目前为止仍然是分类算法中性能最好的一批模型。这个算法的思路是通过在高维度的线性空间中找到一个分类超平面，从而尽可能地将不同类别的数据样例分开，以此实现高效鲁棒的分类目标。它的优化目标是使得超平面与两类数据点之间的间隔最大化，这样可以提高模型的泛化能力，减少过拟合的风险。对于线性不可分的数据，SVM引入了核函数（Kernel Function）将数据映射到高维空间，在高维空间中寻找一个能够分开不同类别数据的超平面。此外，SVM还通过引入“软间隔”概念，允许一定的误分类，从而使得模型在面对噪声数据时更加鲁棒。尽管SVM在处理高维数据和复杂边界时表现优异，但它的训练过程可能较为缓慢，尤其是在样本数量较大时，且模型的选择（如核函数的选择）和调参过程可能较为复杂。尽管如此，SVM凭借其在许多实际应用中展现出的高精度和稳健性，仍然是数据科学和机器学习领域的常用算法之一[6]。

XGBoost是另一种十分先进的机器学习算法，也属于集成学习的一个高效模型，它也被广泛应用于分类和回归任务。它是梯度提升树（GBDT）的一种优化实现，旨在通过集成多个弱学习器（通常是决策树）来提升模型的准确性。XGBoost的核心思想是通过迭代训练一系列决策树，每次训练时重点学习前一棵树未能正确预测的数据点。与传统的梯度提升方法相比，XGBoost在性能和计算效率上进行了诸多改进，包括采用正则化项来控制模型复杂度，从而减少过拟合的风险；同时，利用了更高效的分裂查找算法和缓存优化，使得训练速度大幅提升。此外，XGBoost支持处理缺失值，并能自动优化树的结构，使得其在大规模数据集和高维特征空间中表现尤为出色。XGBoost不仅具有较高的准确性和鲁棒性，还因其可调的超参数、良好的可扩展性和适应性，被广泛应用于金融风控、广告点击率预测、医学影像分析等领域。然而，XGBoost的训练过程需要一定的计算资源，且模型的调参较为复杂，需要针对不同任务进行仔细的调整。尽管如此，XGBoost凭借其卓越的性能和在许多比赛中取得的优异成绩，已成为机器学习领域中的一项重要工具[7]。

## 3.3 训练流程

将药物分子数据和对应能否通过血脑屏障标签收集之后将数据集分为训练集和测试集，利用不同的特征提取方法提取到特征，每种特征分别输入三种机器学习模型中得到结果并进行预测，对比各种特征提取和机器学习方法的准确度结果，具体训练流程如下：

（1）数据收集。假定样本数据既包含输入也包含输出，则数据集可表示为![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA7ABAAACAKcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAdYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////wzXUCviBhdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAALAAAAwUAAAAUAuMBZQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////DNdQK+IGF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGxsogG8AQUAAAAUAoABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////DNdQK+IGF2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFhZ9gEAA6cAAAAmBg8AQwFBcHBzTUZDQwEAHAEAABwBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQBAAAAAAAALraAA8BAgCDWAADABsAAAsBAAIAg2wAAAEBAAoCAIIsAAIAg1kAAwAbAAALAQACAINsAAABAQAAAGEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCecQWKAAAACgCfG2aenxtmnnEFigDQ13UCBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，其中![](data:image/x-wmf;base64,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)为输入，![](data:image/x-wmf;base64,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)为标签输出。对于数据集![](data:image/x-wmf;base64,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)，基于上文提到的两种特征提取方法构造分别构造两组输入变量![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzMBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Qy88AviDFd0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeAAAA5AAAAAmBg8AFgFBcHBzTUZDQwEA7wAAAO8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKEAQAAAAAAAC62gAPAQEAAgCDeAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKALwVZkO8FWZDIQCKAjDVzwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的特征数据集。

（2）将完整数据集按照8：2的比例分割为训练集和测试集。

（3）建立三种机器学习模型，将训练集输入机器学习模型进行参数拟合。

（4）训练结束后，将测试集输入三种机器学习模型中进行预测，并计算准确度。

三种机器学习模型训练完成之后根据准确度结果对模型性能进行评估。本案例中，我们使用准确度auccary评价预测性能。一般地，auccary越大，预测性能越好。

## 3.4 预测结果分析

本案例中的模拟数据来源自https://github.com/ardigen/MAT/tree/master/data/bbbp/bbbp.csv

在如下的表1展示了三种分类模型的分类准确性，从结果中可以看出，分子指纹相较于人工特征选择的分子属性在预测结果上表现更好，在三个模型上分子指纹作为特征都优于手动提取的特征，其中SVM上表现差距较大。另外从模型选择的角度观察，XGB在三种模型中表现最好，在处理本案例的结构化数据时更加适配。。

表 1 三种分类模型在测试集的预测准确度

|  |  |  |  |
| --- | --- | --- | --- |
| 特征提取 | RF | SVM | XGB |
| 分子指纹 | 0.85 | 0.85 | 0.87 |
| 相关属性 | 0.83 | 0.77 | 0.83 |

1. **结束语**

在新药研发的工业界，血脑屏障通过率的检测是新药研发中能否成功发挥疗效的关键性实验。在本案例中，通过利用三种机器学习分类模型即随机森林，支持向量机和梯度提升树，对两种特征提取方法即分子指纹和人工构造分子属性指纹来作为模型输入，对药物分子的血脑屏障通过率进行预测分析，准确率都相对较高，并且案例分享了特征选择和模型构建的基本流程，并通过对比得到了分子指纹和XGB作为相对优秀的特征提取方法和机器学习分类模型。
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