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\* Abstract

We propose a

\* Introduction

Improvements in semiconductor technology along with an increasing concern for energy efficiency have led to an industry wide shift toward a design paradigm which leverages parallelism in order to meet performance. Network-On-Chip (NoCs) has been proposed [4][5] as an attractive

alternative to traditional dedicated wires in order to achieve

performance and modularity while connecting

Multi-Processor Systems-on-Chip **(MPSoC).**

Embedded systems are often required to meet stringent performance requirements in order to meet real time computing constraints while still keeping size and cost attractive.

A common paradigm in network design as well as NoCs is the usage of dynamic routing and virtual channels however such architecture is sensitive to changes in traffic from multiple sources and can't assure latency, as such designing a real time MPSoC is difficult using this approach.

Contributions

\* Problem definition - (real time tasks on single chip,mapping)

Application model is a task communication graph (TCG)

A directed graph *Gt* = (*V*, *E*), where *V* is the set of computation tasks,

and *E* is the set of communication links between tasks. A task *v* has

an execution time *t*, which is a function of task executions. A directed

edge *e* = (*vs*, *vd*, *w*) has a source task *vs*, a destination task *vd* and the

amount of data *w* that sends from *vs* to *vd*. *w* is a function of

communication transactions
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