**机器学习模型的选择与优化**

**\*\*\*\*\*\*\*\*\*\*\*\* 机器学习通用的规范实践训练流程 \*\*\*\*\*\*\*\*\*\*\*\***

**数据加载及展示**

**数据预处理**

**模型建立及训练**

**模型预测**

**结果展示及模型表现评估**

**\*\*\*\*\*\*\*\*\*\*\*\* 数据载入 \*\*\*\*\*\*\*\*\*\*\*\***

* **数据质量决定模型表现得上限，因此建模前对数据进行五检查：**
  1. **样本代表性：采集数据得方法是否合理，采集到得数据是否有代表性**
  2. **标签统一化：对于样本结果，要确保每个样本都遵循一样的标签规则**
  3. **数据合理性：样本中的异常数据点是否合理、如何处理**
  4. **数据重要性：数据属性的意义，是否为无关数据**
  5. **属性差异性：不同属性数据的数量级差异性如何**

**\*\*\*\*\*\*\*\*\*\*\*\* 数据预处理 \*\*\*\*\*\*\*\*\*\*\*\***

* **数据预处理的方法和好处：**
  1. **根据实际场景扩充或减少样本——数据质量提升，提高模型表现**
  2. **对不合理标签数据进行预处理——帮助模型学习到正确信息**
  3. **删除不重要的属性数据、数据降维——降低噪声影响，减少过拟合，节约运算时间**
  4. **对数据进行归一化或标准化——平衡数据影响，加快数据收敛**
  5. **过滤掉异常数据——降低噪声影响，提高鲁棒性**

**\*\*\*\*\*\*\*\*\*\*\*\* 模型建立 \*\*\*\*\*\*\*\*\*\*\*\***

* **模型建立的三大核心问题：**
  1. **选用什么算法？**
  2. **核心结构、参数如何设置？**
  3. **模型表现不好怎么办**
* **算法选择与核心结构、参数设置：**
  1. **逻辑回归—— 边界函数一阶线性、二阶、高阶多项式等**
  2. **KNN —— 核心参数K值得选择等**
  3. **决策树 —— 树分支逻辑（ID3、C4.5、CART）、最小分支样本数等**
  4. **朴素贝叶斯—— GaussianNB、ComplementNB、CategoricalNB、 MultinomialNB、BernoulliNB等**
  5. **神经网络 —— 几层、每层神经元数、激活函数等**
  6. **其他算法**
* **同时进行建立多个模型，进行多模型比对，对比模型表现**
* **模型表现：模型表现不好，则需要从前往后找问题，判断数据是否有问题、算法选择是否合适、核心结构与参数是否合理等。**

**\*\*\*\*\*\*\*\*\*\*\* 模型表现评估指标 \*\*\*\*\*\*\*\*\*\*\*\***

* **基于训练数据和预测数据的模型预测效果**
* **基于混淆矩阵计算的评估指标**

**\*\*\*\*\*\*\*\*\*\*\*\* 模型预测表现效果 \*\*\*\*\*\*\*\*\*\*\*\***

**通过机器学习训练，最终模型可能有三种表现效果：**

1. **欠拟合：训练数据和预测数据效果都不好。**
2. **好模型：训练数据和预测数据效果都很好。**
3. **过拟合：训练数据效果很好（甚至比好模型结果还好），预测数据效果不好。**

**\*\*\*\*\*\*\*\*\*\*\*\* 模型表现欠拟合解决方法 \*\*\*\*\*\*\*\*\*\*\*\***

* **欠拟合的解决方法（不仅限于以下几种）：**
  1. **选择其他模型（比如采用非线性模型）**
  2. **增加模型复杂度**
  3. **增加数据样本（比如加入进特征组合、高次特征，来增大假设空间）**
  4. **采集新的维度数据**
  5. **如果已正则化，尝试减少正则化程度λ**

**\*\*\*\*\*\*\*\*\*\*\*\* 模型表现过拟合解决方法 \*\*\*\*\*\*\*\*\*\*\*\***

* **过拟合的原因：**
  1. **使用了过于复杂的模型结构（比如高阶决策边界）**
  2. **训练数据不足，有限的训练数据（训练样本只有总体样本中的小部分，不具备代表性）**
  3. **样本里的噪音数据干扰过大，模型学习到了噪音信息（使用过多与结果不相关的属性数据）**
* **过拟合的解决方法（不仅限于以下几种）：**
  1. **简化模型结构（降低模型复杂度，能达到好的效果情况下尽可能选择简单的模型）**
  2. **数据增强（按照一定的规则扩充样本数据）**
  3. **数据预处理，保留主成分信息（数据降维）**
  4. **增加正则化项——回归任务中实现**

**\*\*\*\*\*\*\*\*\*\*\*\* 回归任务中的增加正则项 \*\*\*\*\*\*\*\*\*\*\*\***

* **增加正则项定义：在机器学习过程中，模型求解的核心目标就是最小化损失函数，增加正则项是指在损失函数中添加一个额外项λ，实现对求解参数的数值约束，防止模型过拟合。**
* **回归任务中增加正则项的实现方式：**

1. **岭回归：回归模型引入Ridge回归正则项**
2. **Lasso回归：回归模型引入Lasso回归正则项**

**![](data:image/png;base64,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)**

**额外项λ称为正则化参数，若λ选取过大，会把所有参数θ均最小化，造成欠拟合；若λ选取过小，会导致对过拟合问题解决不当，因此要选取合适的λ。**

**\*\*\*\*\*\*\*\*\*\*\*\* 混淆矩阵 \*\*\*\*\*\*\*\*\*\*\*\***

**混淆矩阵（Confusion Matrix）：又称为误差矩阵，用于统计各类别样本预测正确与错误的数量，从而帮助用户全面的评估模型表现。**

|  |  |  |
| --- | --- | --- |
|  | Predicted ---- 0 | Predicted ---- 1 |
| Actual ---- 0 | **TN** | **FP** |
| Actual ----1 | **FN** | **TP** |

**True Positives (TP)：预测准确，预测为正样本的数量（实际为1，预测为1）**

**True Negatives (TN)：预测准确，预测为负样本的数量（实际为0，预测为0）**

**False Positives (FP)：预测错误，预测为正样本的数量（实际为0，预测为1）**

**False Negatives (FN)：预测错误，预测为负样本的数量（实际为1，预测为0）**

**混淆矩阵的优点：**

1. **分类任务中，相比单一的准确率指标，混淆矩阵提供了更全面的模型评估信息（TP\TN\FP\FN）**
2. **基于混淆矩阵，我们可以计算出多样的模型表现衡量指标，从而实现模型的综合评估**

**\*\*\*\*\*\*\*\*\*\*\*\* 基于混淆矩阵计算的评估指标 \*\*\*\*\*\*\*\*\*\*\*\***

* **准确率（Accuracy）：总样本中预测正确的比例。**
  + **Accuracy = ( TP + TN ) / ( TP + TN +FP +FN )**
* **错误率（Misclassification Rate）：总样本中预测错误的比例。**
  + **Misclassification Rate = ( FP +FN ) / ( TP + TN +FP +FN )**
* **召回率（Recall）：正样本中，预测正确的比例。**
  + **Recall = TP / ( TP + FN )**
* **特异度（Specificity）：负样本中，预测正确的比例。**
  + **Specificity = TN / ( TN +FP )**
* **精确度（Precision）：预测结果为正的样本中，预测正确的比例。**
  + **Precision = TP / ( TP + FP )**
* **F1分数（F1 Score）：综合Precision和Recall的指标。**
  + **F1 Score = 2 \* Precision \* Recall / ( Precision + Recall )**

**不同的衡量指标在不同的应用场景中的重要性是不同的，因此在要根据应用场景的实际情况选择使用哪些评估指标。**