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**Лабораторна робота №5**

**Тема:**ПРОВЕДЕННЯ ТРЬОХФАКТОРНОГО ЕКСПЕРИМЕНТУ ПРИ ВИКОРИСТАННІ РІВНЯННЯ РЕГРЕСІЇ З УРАХУВАННЯМ КВАДРАТИЧНИХ ЧЛЕНІВ(ЦЕНТРАЛЬНИЙ ОРТОГОНАЛЬНИЙ КОМПОЗИЦІЙНИЙ ПЛАН).

**Мета:**провести трьохфакторний експеремент з урахуваннямквадратичнихчленів, використовуючи центральний ортогональний композиційний план. Знайти рівняннярегресії адекватнее об'єкту.

**Виконання:**

Варіант – 211.

![](data:image/png;base64,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)

1. Лістинг програми:

import random as r  
import numpy as np  
import pprint  
from scipy.stats import t**,** f  
import sklearn.linear\_model as lm  
from functools import partial  
  
  
  
x\_range = [[-**6, 10**]**,** [-**3, 5**]**,** [-**4, 9**]]  
x\_sered\_max = sum([x[**1**] for x in x\_range])/**3**x\_sered\_min = sum([x[**0**] for x in x\_range])/**3**x01 = (x\_range[**0**][**1**] - x\_range[**0**][**0**]) / **2**x02 = (x\_range[**1**][**1**] - x\_range[**1**][**0**]) / **2**x03 = (x\_range[**2**][**1**] - x\_range[**2**][**0**]) / **2**delta\_x1 = x\_range[**0**][**1**] - x01  
delta\_x2 = x\_range[**1**][**1**] - x02  
delta\_x3 = x\_range[**2**][**1**] - x03  
  
y\_max = **200** + x\_sered\_max  
y\_min = **200** + x\_sered\_min  
  
def create\_plan\_matrix(n**,** m):  
 y = np.zeros(shape=(n**,** m))  
 for i in range(n):  
 for j in range(m):  
 y[i][j] = r.randint(int(y\_min)**,** int(y\_max))  
 x\_matrix\_norm = [  
 [**1,** -**1,** -**1,** -**1, 1, 1, 1,** -**1, 1, 1, 1**]**,** [**1,** -**1,** -**1, 1, 1,** -**1,** -**1, 1, 1, 1, 1**]**,** [**1,** -**1, 1,** -**1,** -**1, 1,** -**1, 1, 1, 1, 1**]**,** [**1,** -**1, 1, 1,** -**1,** -**1, 1,** -**1, 1, 1, 1**]**,** [**1, 1,** -**1,** -**1,** -**1,** -**1, 1, 1, 1, 1, 1**]**,** [**1, 1,** -**1, 1,** -**1, 1,** -**1,** -**1, 1, 1, 1**]**,** [**1, 1, 1,** -**1, 1,** -**1,** -**1,** -**1, 1, 1, 1**]**,** [**1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1**]**,** [**1,** -**1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0**]**,** [**1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0**]**,** [**1, 0,** -**1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0**]**,** [**1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0**]**,** [**1, 0, 0,** -**1.215, 0, 0, 0, 0, 0, 0, 1.4623**]**,** [**1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623**]**,** [**1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0**]  
 ]  
 print('Нормована матриця:')  
 pprint.pprint(x\_matrix\_norm)  
  
 x\_matrix = [[] for x in range(n)]  
 for i in range(len(x\_matrix)):  
 if i < **8**:  
 x1 = x\_range[**0**][**0**] if x\_matrix\_norm[i][**1**] == -**1** else x\_range[**0**][**1**]  
 x2 = x\_range[**1**][**0**] if x\_matrix\_norm[i][**2**] == -**1** else x\_range[**1**][**1**]  
 x3 = x\_range[**2**][**0**] if x\_matrix\_norm[i][**3**] == -**1** else x\_range[**2**][**1**]  
 else:  
 x1 = x\_matrix\_norm[i][**1**] \* delta\_x1 + x01  
 x2 = x\_matrix\_norm[i][**2**] \* delta\_x2 + x02  
 x3 = x\_matrix\_norm[i][**3**] \* delta\_x3 + x03  
 x\_matrix[i] = [**1,** float(format(x1**,** '.2f'))**,** float(format(x2**,** '.2f'))**,** float(format(x3**,** '.2f'))**,** float(format(x1 \* x2**,** '.2f'))**,** float(format(x1 \* x3**,** '.2f'))**,** float(format(x2 \* x3**,** '.2f'))**,** float(format(x1 \* x2 \* x3**,** '.2f'))**,** float(format(x1 \*\* **2,** '.2f'))**,** float(format(x2 \*\* **2,** '.2f'))**,** float(format(x3 \*\* **2,** '.2f'))]  
 print('Натуралізована матриця: ')  
 pprint.pprint(x\_matrix)  
  
 print('Y :')  
 pprint.pprint(y)  
  
 y\_avr = np.zeros(n)  
 for i in range(len(y)):  
 for j in range(len(y[**0**])):  
 y\_avr[i] += y[i][j]/ m  
 return [x\_matrix\_norm**,** x\_matrix**,** y**,** y\_avr]  
  
def find\_coefs(x**,** y):  
 skm = lm.LinearRegression(fit\_intercept=False) # знаходимо коефіцієнти рівняння регресії  
 skm.fit(x**,** y)  
 B = skm.coef\_  
 print('Коефіціенти: ')  
 print(B)  
 return B  
  
def perevirka(x**,** y**,** b):  
 y\_pract = np.zeros(len(y))  
 for i in range(len(x)):  
 for j in range(len(x[**0**])):  
 y\_pract[i] += b[j] \* x[i][j]  
 print("\nПеревірка:")  
 print("\ny - real :" **,** y)  
 print('\ny - found:'**,** y\_pract)  
  
  
def get\_new\_y(x**,** b):  
 y\_pract = np.zeros(len(y))  
 for i in range(len(x)):  
 for j in range(len(x[**0**])):  
 y\_pract[i] += b[j] \* x[i][j]  
 return y\_pract  
  
def get\_cohren\_critical(prob**,** f1**,** f2):  
 f\_crit = f.isf((**1** - prob) / f2**,** f1**,** (f2 - **1**) \* f1)  
 return f\_crit / (f\_crit + f2 - **1**)  
  
def cohren\_crit(y**,** n**,** m):  
 y\_var = [np.var(i) for i in y]  
 Gp = max(y\_var)/sum(y\_var)  
 Gt = get\_cohren\_critical(**0.95,** m-**1,** n)  
 if(Gp < Gt):  
 print("\nДисперсії однорідні")  
 return True  
 else:  
 print("\nДисперсії не однорідні")  
 return False  
  
fisher\_teor = partial(f.ppf**,** q=**1** - **0.05**)  
  
student\_teor = partial(t.ppf**,** q=**1** - **0.025**)  
  
def kriteriy\_studenta(x**,** y**,** y\_aver**,** n**,** m**,** B):  
 d = **0** y\_var = [np.var(i) for i in y]  
 s\_kv\_aver = sum(y\_var) / n  
 s\_aver = (s\_kv\_aver/(n \* m))\*\* **0.5** b = np.zeros(len(x[**0**]))  
 for i in range(len(x[**0**])):  
 for j in range(len(y\_aver)):  
 b[i] += y\_aver[j] \* x[j][i] / n  
 ts = []  
 for bi in b:  
 ts.append(bi/s\_aver)  
 Stud\_teor = student\_teor(df = (m-**1**) \* n)  
 for i in range(len(ts)):  
 if ts[i] < Stud\_teor:  
 B[i] = **0** else:  
 d += **1** print("\nКоефіціенти після перевірки нуль гіпотези: ")  
 print(B)  
 return [B**,** d]  
  
def kriteriy\_fishera(m**,** n**,** d**,** new\_y\_pract**,** y\_avr**,** y):  
 f4 = n - d  
 f3 = (m-**1**)\*n  
 y\_var = [np.var(i) for i in y]  
 Sa = (sum(y\_var)/ n)  
 Sad = m/(n-d)\* sum([(new\_y\_pract[i] - y\_avr[i])\*\***2** for i in range(len(y\_avr))])  
 pract = Sad/Sa  
 teor = fisher\_teor(dfn= f4**,** dfd=f3)  
 if pract > teor:  
 print("\nПрактичне значення:" **,** pract)  
 print("Теоретичне значення:" **,** teor)  
 print("\nРівняння регресії неадекватне")  
 return [False**,** False]  
 else:  
 print("\nРівняння регресії адекватне")  
 return [True**,** True]  
  
  
  
  
if \_\_name\_\_ == "\_\_main\_\_":  
 odnorid = False  
 adekvat = False  
 n = **15** m = **3** #поки не адекватно починаемо знову  
 while not adekvat:  
 #поки не однорідно починаемо знову  
 while not odnorid:  
 x\_matrix\_norm**,** x\_matrix**,** y**,** y\_avr = create\_plan\_matrix(n**,** m)  
 #однорідність перевіряется за критеріем кохрена  
 odnorid = cohren\_crit(y**,** n**,** m)  
 # якщо не однорідне збільшуемо m і почиаемо знову  
 if odnorid == False:  
 m+=**1** B = find\_coefs(x\_matrix**,** y\_avr)  
 perevirka(x\_matrix**,** y\_avr**,** B)  
 new\_B**,** d = kriteriy\_studenta(x\_matrix\_norm**,** y**,** y\_avr**,** n**,** m**,** B)  
 new\_y\_pract = get\_new\_y(x\_matrix**,** new\_B)  
 # адекватність перевіряемо за критеріем фішера. приймае значення True або False  
 adekvat**,** odnorid = kriteriy\_fishera(m**,** n**, 4,** new\_y\_pract**,** y\_avr**,** y)

1. Результат виконання роботи програми:

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[204., 208., 203.],

[207., 203., 202.],

[206., 206., 208.],

[207., 200., 204.],

[197., 203., 197.],

[199., 208., 195.],

[202., 197., 202.],

[195., 195., 206.],

[207., 198., 196.],

[208., 208., 195.],

[206., 202., 195.],

[208., 201., 200.],

[204., 200., 203.],

[195., 201., 201.],

[203., 196., 200.]])

Дисперсії однорідні

Коефіціенти:

[ 2.02223739e+02 -5.54579572e-01 -1.79557848e-04 4.18070478e-01

-2.10841758e-03 1.31297823e-02 -1.87005288e-02 -5.26657172e-05

5.62943728e-02 5.97175345e-02 -9.43329962e-02]

Перевірка:

y - real : [205. 204. 206.66666667 203.66666667 199.

200.66666667 200.33333333 198.66666667 200.33333333 203.66666667

201. 203. 202.33333333 199. 199.66666667]

y - found: [204.99074939 203.98689467 206.63430263 203.71845632 198.97110226

200.73110567 200.3717429 200.13211896 200.5021154 202.55156776

200.87440498 201.69176849 202.69156382 197.95740197 201.19470478]

Коефіціенти після перевірки нуль гіпотези:

[ 2.02223739e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

5.62943728e-02 5.97175345e-02 -9.43329962e-02]

Практичне значення: 4.895214272552478

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[197., 207., 203.],

[203., 205., 197.],

[202., 195., 203.],

[203., 208., 200.],

[203., 200., 207.],

[195., 200., 198.],

[198., 197., 201.],

[202., 204., 203.],

[199., 195., 196.],

[205., 200., 196.],

[201., 206., 204.],

[195., 205., 197.],

[197., 206., 198.],

[196., 208., 196.],

[198., 205., 200.]])

Дисперсії однорідні

Коефіціенти:

[ 1.99953523e+02 -3.77929896e-01 2.84771824e-01 -4.09487154e-02

-8.03847262e-03 -1.60699962e-02 5.62709433e-02 2.68777063e-03

8.06387202e-02 -2.31914803e-01 2.79387983e-03]

Перевірка:

y - real : [202.33333333 201.66666667 200. 203.66666667 203.33333333

197.66666667 198.66666667 203. 196.66666667 200.33333333

203.66666667 199. 200.33333333 200. 201. ]

y - found: [202.34240408 201.67950421 200.01117027 203.52327964 203.38678224

197.70415429 198.65048538 201.61531699 198.72164835 202.83092285

201.33070138 198.58386511 199.78601609 200.8665653 200.30051715]

Коефіціенти після перевірки нуль гіпотези:

[ 1.99953523e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

8.06387202e-02 -2.31914803e-01 2.79387983e-03]

Практичне значення: 4.392660431399579

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[198., 202., 196.],

[202., 195., 206.],

[201., 201., 200.],

[199., 198., 203.],

[208., 195., 202.],

[206., 195., 203.],

[204., 208., 204.],

[198., 203., 196.],

[202., 201., 206.],

[201., 200., 204.],

[204., 201., 206.],

[197., 200., 198.],

[200., 201., 198.],

[201., 202., 206.],

[207., 205., 200.]])

Дисперсії однорідні

Коефіціенти:

[ 2.04985365e+02 2.59319869e-01 9.31141115e-01 -4.22719700e-01

6.19236661e-03 -1.70223144e-02 -3.69114481e-02 -1.47882745e-03

-2.64016038e-02 -3.79418398e-01 8.33033521e-02]

Перевірка:

y - real : [198.66666667 201. 200.66666667 200. 201.66666667

201.33333333 205.33333333 199. 203. 201.66666667

203.66666667 198.33333333 199.66666667 203. 204. ]

y - found: [198.66099663 201.00159978 200.63942905 200.06402993 201.62867154

201.35142164 205.15688655 199.50286549 202.38445411 200.9873698

204.16625122 198.39403315 201.61184823 203.60846145 201.84168142]

Коефіціенти після перевірки нуль гіпотези:

[ 2.04985365e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

-2.64016038e-02 -3.79418398e-01 8.33033521e-02]

Практичне значення: 8.28059362605791

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[204., 196., 205.],

[200., 202., 196.],

[199., 197., 199.],

[206., 196., 206.],

[201., 199., 204.],

[207., 207., 195.],

[196., 201., 198.],

[201., 206., 203.],

[200., 199., 206.],

[205., 200., 200.],

[200., 197., 195.],

[201., 204., 196.],

[200., 197., 206.],

[200., 201., 201.],

[200., 202., 208.]])

Дисперсії однорідні

Коефіціенти:

[ 1.97991162e+02 -2.09166098e-02 -5.77129519e-01 2.18991313e-01

-6.58228892e-03 1.16891577e-02 5.01267795e-02 -2.32308876e-03

1.36288407e-02 1.90396610e-01 -2.73201339e-02]

Перевірка:

y - real : [201.66666667 199.33333333 198.33333333 202.66666667 201.33333333

203. 198.33333333 203.33333333 201.66666667 201.66666667

197.33333333 200.33333333 201. 200.66666667 203.33333333]

y - found: [201.67001244 199.33078934 198.36518193 202.68875129 201.32940322

202.8711323 198.37146118 202.71036302 200.54777888 201.453775

199.86457647 202.53973106 200.41405776 200.92261933 200.92036678]

Коефіціенти після перевірки нуль гіпотези:

[ 1.97991162e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

1.36288407e-02 1.90396610e-01 -2.73201339e-02]

Практичне значення: 2.7096949627123172

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[207., 195., 197.],

[197., 197., 196.],

[197., 199., 202.],

[205., 198., 206.],

[196., 206., 201.],

[201., 196., 206.],

[195., 208., 202.],

[201., 196., 202.],

[196., 203., 206.],

[200., 201., 208.],

[206., 207., 196.],

[198., 196., 204.],

[204., 203., 207.],

[196., 196., 206.],

[196., 202., 196.]])

Дисперсії однорідні

Коефіціенти:

[ 2.02309777e+02 -9.17923790e-02 5.24244213e-01 2.48668045e-01

-1.44426254e-02 -3.01876083e-03 2.94349829e-02 -5.68681187e-03

4.74168524e-02 -1.97012255e-01 -6.13864616e-02]

Перевірка:

y - real : [199.66666667 196.66666667 199.33333333 203. 201.

201. 201.66666667 199.66666667 201.66666667 203.

203. 199.33333333 204.66666667 199.33333333 198. ]

y - found: [199.67509176 196.67444137 199.37630807 202.98546652 201.03567109

200.95568905 201.79987903 198.86685087 200.74759347 202.89387392

202.79715848 199.70163378 202.9110567 199.03831162 201.54097427]

Коефіціенти після перевірки нуль гіпотези:

[ 2.02309777e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

4.74168524e-02 -1.97012255e-01 -6.13864616e-02]

Практичне значення: 2.755588930245035

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[201., 200., 196.],

[202., 199., 199.],

[198., 197., 202.],

[205., 200., 205.],

[207., 202., 196.],

[200., 197., 199.],

[205., 196., 199.],

[203., 196., 198.],

[198., 195., 196.],

[196., 205., 204.],

[203., 201., 205.],

[204., 195., 203.],

[196., 197., 203.],

[199., 206., 199.],

[204., 206., 206.]])

Дисперсії однорідні

Коефіціенти:

[ 2.00265627e+02 -1.81940709e-01 5.56658196e-01 7.01782657e-02

-1.22051897e-02 -1.78293494e-02 3.35584291e-02 1.74785454e-04

5.92493305e-02 -2.54163254e-01 -6.43734146e-04]

Перевірка:

y - real : [199. 200. 199. 203.33333333 201.66666667

198.66666667 200. 199. 196.33333333 201.66666667

203. 200.66666667 198.66666667 201.33333333 205.33333333]

y - found: [198.98430958 199.97759463 198.91650126 203.29079682 201.62570166

198.8014159 199.9061389 200.75370665 199.65959098 202.60399663

202.04545146 198.76667082 200.59688936 200.95567926 200.78222276]

Коефіціенти після перевірки нуль гіпотези:

[ 2.00265627e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

5.92493305e-02 -2.54163254e-01 -6.43734146e-04]

Практичне значення: 5.008725234762596

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[206., 202., 200.],

[206., 201., 201.],

[207., 207., 206.],

[205., 206., 206.],

[206., 200., 199.],

[199., 203., 208.],

[199., 204., 201.],

[199., 205., 201.],

[197., 205., 196.],

[198., 205., 208.],

[197., 201., 197.],

[208., 198., 208.],

[199., 201., 206.],

[200., 207., 202.],

[205., 196., 202.]])

Дисперсії однорідні

Коефіціенти:

[ 1.97685858e+02 -2.98163742e-01 -2.23219073e-01 1.74301846e-01

-2.81000293e-02 1.11704254e-02 -3.25689114e-03 9.08555503e-04

4.59220547e-02 2.58452329e-01 -2.70039890e-02]

Перевірка:

y - real : [202.66666667 202.66666667 206.66666667 205.66666667 201.66666667

203.33333333 201.33333333 201.66666667 199.33333333 203.66666667

198.33333333 204.66666667 202. 203. 201. ]

y - found: [202.65228212 202.63127439 206.62923138 205.70256834 201.62901059

203.3645127 201.54397569 203.88565884 200.50919085 202.55253998

199.64183237 203.64303711 201.22700669 200.7946203 201.25992529]

Коефіціенти після перевірки нуль гіпотези:

[ 1.97685858e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

4.59220547e-02 2.58452329e-01 -2.70039890e-02]

Практичне значення: 4.0744834072580955

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[198., 205., 195.],

[197., 196., 207.],

[206., 198., 200.],

[206., 203., 208.],

[199., 196., 204.],

[197., 202., 200.],

[195., 195., 199.],

[195., 197., 200.],

[200., 201., 205.],

[198., 203., 198.],

[199., 200., 198.],

[198., 203., 201.],

[197., 203., 198.],

[197., 204., 196.],

[200., 203., 205.]])

Дисперсії однорідні

Коефіціенти:

[ 2.02010218e+02 -6.22138742e-02 -1.09520053e-02 3.99622107e-01

-4.61857981e-02 -6.20399642e-03 2.96956247e-02 -1.07789344e-03

-1.73913135e-02 6.29243105e-02 -5.54218830e-02]

Перевірка:

y - real : [199.33333333 200. 201.33333333 205.66666667 199.66666667

199.66666667 196.33333333 197.33333333 202. 199.66666667

199. 200.66666667 199.33333333 199. 202.66666667]

y - found: [199.32506576 199.99128605 201.30394146 205.73111223 199.62361825

199.67201279 196.24259324 198.25832357 201.70553973 198.82073095

200.14293152 200.77481261 200.72268557 198.98626886 200.36574409]

Коефіціенти після перевірки нуль гіпотези:

[ 2.02010218e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

-1.73913135e-02 6.29243105e-02 -5.54218830e-02]

Практичне значення: 3.980038060225562

Теоретичне значення: 2.125558760875511

Рівняння регресії неадекватне

Нормована матриця:

[[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],

[1, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[1, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[1, 0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]]

Натуралізована матриця:

[[1, -6.0, -3.0, -4.0, 18.0, 24.0, 12.0, -72.0, 36.0, 9.0, 16.0],

[1, -6.0, -3.0, 9.0, 18.0, -54.0, -27.0, 162.0, 36.0, 9.0, 81.0],

[1, -6.0, 5.0, -4.0, -30.0, 24.0, -20.0, 120.0, 36.0, 25.0, 16.0],

[1, -6.0, 5.0, 9.0, -30.0, -54.0, 45.0, -270.0, 36.0, 25.0, 81.0],

[1, 10.0, -3.0, -4.0, -30.0, -40.0, 12.0, 120.0, 100.0, 9.0, 16.0],

[1, 10.0, -3.0, 9.0, -30.0, 90.0, -27.0, -270.0, 100.0, 9.0, 81.0],

[1, 10.0, 5.0, -4.0, 50.0, -40.0, -20.0, -200.0, 100.0, 25.0, 16.0],

[1, 10.0, 5.0, 9.0, 50.0, 90.0, 45.0, 450.0, 100.0, 25.0, 81.0],

[1, 5.57, 4.0, 6.5, 22.28, 36.2, 26.0, 144.82, 31.02, 16.0, 42.25],

[1, 10.43, 4.0, 6.5, 41.72, 67.8, 26.0, 271.18, 108.78, 16.0, 42.25],

[1, 8.0, 2.79, 6.5, 22.28, 52.0, 18.1, 144.82, 64.0, 7.76, 42.25],

[1, 8.0, 5.21, 6.5, 41.72, 52.0, 33.9, 271.18, 64.0, 27.2, 42.25],

[1, 8.0, 4.0, 3.46, 32.0, 27.7, 13.85, 110.8, 64.0, 16.0, 11.99],

[1, 8.0, 4.0, 9.54, 32.0, 76.3, 38.15, 305.2, 64.0, 16.0, 90.96],

[1, 8.0, 4.0, 6.5, 32.0, 52.0, 26.0, 208.0, 64.0, 16.0, 42.25]]

Y :

array([[207., 206., 207.],

[199., 208., 201.],

[196., 195., 206.],

[196., 200., 201.],

[205., 198., 199.],

[203., 207., 198.],

[207., 201., 198.],

[206., 204., 205.],

[202., 208., 205.],

[204., 203., 204.],

[198., 207., 200.],

[200., 201., 198.],

[205., 199., 207.],

[206., 208., 200.],

[202., 206., 199.]])

Дисперсії однорідні

Коефіціенти:

[ 2.03948115e+02 -2.25319083e-02 -1.61242656e-01 -2.83035094e-01

6.06691545e-02 2.06500013e-02 2.33630483e-02 -2.46523397e-03

-1.44125231e-02 -1.36970857e-01 4.27006465e-02]

Перевірка:

y - real : [206.66666667 202.66666667 199. 199. 200.66666667

202.66666667 202. 205. 205. 203.66666667

201.66666667 199.66666667 203.66666667 204.66666667 202.33333333]

y - found: [206.6762948 202.67365687 199.06175797 199.02718305 200.68633838

202.51720671 202.0996531 203.79643513 202.85306853 203.1432871

203.78843639 201.97255327 202.1054815 204.84876883 203.0832117 ]

Коефіціенти після перевірки нуль гіпотези:

[ 2.03948115e+02 0.00000000e+00 0.00000000e+00 0.00000000e+00

6.06691545e-02 0.00000000e+00 0.00000000e+00 0.00000000e+00

-1.44125231e-02 -1.36970857e-01 4.27006465e-02]

Рівняння регресії адекватне

**Висновок:**Отже, у ході виконання лабораторної роботи № 5 провели трьохфакторний експеримент при використанні рівняння з урахуванням квадратичних членів. Склали матрицю планування, знайшли коефіцієнти рівняння регресії, провели 3 статистичні перевірки.Була написана текстова програма, результати наведені вище. Результати співпадають із калькулятором. Кінцева мета роботи досягнута!