sklearn.metrics.**confusion\_matrix**(*y\_true*, *y\_pred*, *labels=None*, *sample\_weight=None*)[[source]](https://github.com/scikit-learn/scikit-learn/blob/ef5cb84a/sklearn/metrics/classification.py#L186)[¶](http://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#sklearn.metrics.confusion_matrix)

Compute confusion matrix to evaluate the accuracy of a classification

By definition a confusion matrix ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAGK/Pv50y80hg3ft09RtG8wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFRJREFUCNdjYGBgVHYNSGVgYFBvYGCqZGDgWsDAwHGBgcFbACi2gIHzDpBiOMDAtYEBDHgNoHQAkGBjYOAG0TMYGFiA2hhB7FIGhlaQAlaj0AYGBgBWfQurDWZQ/gAAAABJRU5ErkJggg==)is such that ![C_{i, j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAASBAMAAABY9biuAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/Pv50y80hg3ft0i+ngVqpjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAmElEQVQY02NgYGBUdg1IZYAD9QYGpko4j2sBAwPHBzjXWwBILIDxOP+AyANwtRsYkAG/AZjiUQAS7EBuAJBmY2BkAFMM3CDuDLhiFqChjAEMwUAmrwaQKGVgaGXgZQdad/AQkMtqFNrAwJAHZAn4wPXogohncG7hhYkMDAgnqCYsZeBYgOQeHgbWACSuDBNfAhL3AJcOAwMAsqkWbDPJCnUAAAAASUVORK5CYII=)is equal to the number of observations known to be in group ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==)but predicted to be in group ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAQBAMAAAA2ZkhwAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMASGB0vxgyz4vzr+n73XllUKIAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABASURBVAjXY2CAATkwyQjnMyi7AgmmhAogycwwGSTC+hREMk0AkVwOIJLbAETGBYBITbAuLyCOETsKJGNbEhgYAABbB5JOZa7mAAAAAElFTkSuQmCC).

Thus in binary classification, the count of true negatives is ![C_{0,0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/Pv50y80hg3ft0i+ngVqpjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAkklEQVQY02NgYGBUdg1IZUAA9QYGpkoEl2sBAwPHBwTfWwBILIBzOf+AyAMI5RsYUAC/AZhqvQol+AOADDaGB7wXGMAEN4g/g9OAYwEDmGABGs0YwGrAtoEBTDCUAvUxsDqwfYAQDKxGoQ1AKY4NEALqigWcCyAEFDxgvTARRMD4ky4xLAURSIAH1aEMMmh8sJ8AHb0k+cTpV0MAAAAASUVORK5CYII=), false negatives is ![C_{1,0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/Pv50y80hg3ft0i+ngVqpjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAl0lEQVQY02NgYGBUdg1IZUAA9QYGpkoEl2sBAwPHBwTfWwBILIBzOf+AyAMI5RsYUAC/AZhiA+lovQrkB4B4DJcKgNQD3gsM3CD+DAY2IJ/TgGMBAwtQIWMAmM9qwAY0rBSojwHCd2ADuoPVKLQByjfggFsG1r+AcwESfyLDA9YLMP6UrwlLGSZdQnYZD6pDGWTQ+GA/AQC/kCAYj4qffAAAAABJRU5ErkJggg==), true positives is ![C_{1,1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAGK/Pv50y80hg3ft0i4wpDcUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAB6SURBVBjTY2BgYFR2DUhlQAD1BgamSgSXawEDA8cDBN9bAEgsgHM534DIAwjlGxhQAJ8BmGJbACX4AkAMhksFQApEcIP4MxjYQHwQwQJUwxiA4DOUMjC0MiDxWY1CG5D5EICFPxGZP+VpwlIQgeQyHlSHMsig8cF+AgBUaRr1qFWjLgAAAABJRU5ErkJggg==)and false positives is ![C_{0,1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/Pv50y80hg3ft0i+ngVqpjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAmElEQVQY02NgYGBUdg1IZUAA9QYGpkoEl2sBAwPHBwTfWwBILIBzOf+AyAMI5RsYUAC/AZhqvQok2IDa+ANADIYHvBcYGC4VMDBwg/gzOA04gHJsQD4LkGYMYDVg2wDhM5QCNTOwOrB9gPJZjUIbGFgNOGDyEFcs4FyAzGd4wHphIjJ/0iWGpQxTviYguYwH1aEMMmh8sJ8A1/UgGCku7aYAAAAASUVORK5CYII=).

Read more in the [User Guide](http://scikit-learn.org/stable/modules/model_evaluation.html#confusion-matrix).

|  |  |
| --- | --- |
| **Parameters:** | **y\_true** : array, shape = [n\_samples]  Ground truth (correct) target values.  **y\_pred** : array, shape = [n\_samples]  Estimated targets as returned by a classifier.  **labels** : array, shape = [n\_classes], optional  List of labels to index the matrix. This may be used to reorder or select a subset of labels. If none is given, those that appear at least once in y\_true or y\_pred are used in sorted order.  **sample\_weight** : array-like of shape = [n\_samples], optional  Sample weights. |
| **Returns:** | **C** : array, shape = [n\_classes, n\_classes]  Confusion matrix |

**References**

|  |  |
| --- | --- |
| [[R212]](http://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#id1) | [Wikipedia entry for the Confusion matrix](https://en.wikipedia.org/wiki/Confusion_matrix) |

**Examples**

>>>

**>>> from** **sklearn.metrics** **import** confusion\_matrix

**>>>** y\_true = [2, 0, 2, 2, 0, 1]

**>>>** y\_pred = [0, 0, 2, 2, 0, 2]

**>>>** confusion\_matrix(y\_true, y\_pred)

array([[2, 0, 0],

[0, 0, 1],

[1, 0, 2]])

>>>

**>>>** y\_true = ["cat", "ant", "cat", "cat", "ant", "bird"]

**>>>** y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat"]

**>>>** confusion\_matrix(y\_true, y\_pred, labels=["ant", "bird", "cat"])

array([[2, 0, 0],

[0, 0, 1],

[1, 0, 2]])

In the binary case, we can extract true positives, etc as follows:

>>>

**>>>** tn, fp, fn, tp = confusion\_matrix([0, 1, 0, 1], [1, 1, 1, 0]).ravel()

**>>>** (tn, fp, fn, tp)

(0, 2, 1, 1)